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Quotation

“I look to the diffusion of light and education as the resaito be relied on for ame-
liorating the condition, promoting the virtue, and advagcihe happiness of man.”

- Thomas Jefferson (1822)
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Abstract

Continued advances in silicon technology have enabled tH& \ridustry to shrink the
area of the transistor by roughly a factor of two with eaclcsssive technology node. This
trend has continued unabated for the past five decades anddukespersonal computing
devices ubiquitous in modern culture. Made possible byinaonts advances in CMOS
technology and fueled by a growing and fiercely competitiegkmat, in order for this trend
to continue, continued advances in CMOS process technolegyetl as circuit design
innovation are required.

Reduced device dimensions and operating voltages that pecgmechnology scal-
ing have led to increased design challenges with each ssicedechnology node. Thus,
reduced functional yield margins coupled with increasiagability of the CMOS device
characteristics have become the most significant problemdgduture nanoscale SRAM,
motivating this effort.

To address these challenges, a custom scaled (90nm-22edntpre technology model
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(PTM) based framework is developed, using published inguatget values to quantify
and address the challenges confronting nanoscale SRAM libk@5nm node. In addi-
tion to random variation sources, the role of scaling, ugsughed ground rules for bit cell
design, and the 6T cell layout topology can contribute to-raavdom or systematic device
mismatch. These sources of variation and the underlyinghareésms are examined using
technology computer aided design (TCAD) tools and hardwagasurements.

The 6T SRAM cell design has been successfully scaled in bdthdnd silicon on
insulator (SOI) technologies down to the 32/28nm node asdd&mained for more than a
decade the dominant technology development vehicle foarmshd CMOS technologies.
While the industry has converged on a specific layout topgladych remains dominant
in the VLSI industry, continued scaling may stimulate fertinvestigation of alternate bit
cell topologies. Based on an examination of the layout tagiekused for the 6T bit cell,
sources of systematic mismatch, and changing lithographgtcaints, a new topology for
6T SRAM beyond the 22nm node is proposed in this work.

While circuit assist methods have shown promise in extenttiadjfe of the 6T SRAM,
this work develops a sensitivity based methodology for ssag the effectiveness of the
assist methods in addressing the reduced functional ngrghaditionally, a new mar-
gin/delay analysis is developed as a means of assessingrtbigohal effectiveness of the
circuit assist methods. The margin/delay analysis may bbduextended to assess the
limits of circuit assist methods in extending the 6T SRAM hay@&2nm node. Finally, a
constraint based analysis is used to assess the extentdb thieise methods may provide

effective solutions as the technologies are scaled bey@@d2nm node.
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Chapter 1

Introduction: Technology Scaling and

SRAM

1.1 Background and Motivation

The commercial success and and widespread accessibilitylkbiple computing plat-
forms available today ranging from hand-held and portaleMags to mainframe super-
computers has been made possible by the reduced cost perynairend logic gate with
each successive technology generation. This reducedscosde possible by continued
advances in CMOS device scaling. The design challenges sunhbraased variability and
quiescent power coupled with reduced noise margins areentig linked to the industry
scaling methodology. These challenges are even more pnoadun the dense SRAM
devices which commonly employ sub-minimum design rules. BIRAmains the most
cost effective embedded memory solution for many appbeati however, fundamental

challenges arise as technologies continue to scale beldwni0This chapter defines the
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rapidly emerging challenges facing CMOS SRAM technologiethénanoscale era and
defines the problem set to be addressed and the scope of tke wor

The 6T SRAM cell design has been successfully scaled acrosg teehnology gen-
erations and, because it generally requires little dewiaffom base logic processing, is
frequently used as the technology development vehicledeamced CMOS technologies.
For example, as we continue to scale beyond the 90nm nodejeheory designer must
account for significant increases in leakage mechanisnts asigate tunneling and gate
induced drain leakage (GIDL) that were much less signifigaptior nodes.

Despite these challenges, the 6T SRAM is expected to contmyday a dominant
role in future technology generations because of its coatlun of density, performance,
and compatibility with logic processing. The successfuinotercial scaling of the 6T
SRAM driven by strong industry competition has followed a Ivedfined linear shrink
factor of 0.7« over multiple generations resulting in a predictabler2duction in cell area
per generation. Despite numerous technical challengéhography, device, and process
integration, the trend in 6T bit cell area is expected to ic@ beyond the 28/32nm node.
This trend in 6T cell area, shown in Fig. 1.1, is projecteddmel/the 22nm generation.
For example, the competitive 6T cell size is expected to agmately 0.031m? at
the 15nm node. This continued trend in area reduction ismapaaied by the well known
consequence of increased variability associated witheétdaaed channel area. Although
technology options such as highwith metal gate have provided some relief in variability,
the reduced functional margins and increased variatioofthe 28/32nm generation will
drive further design and process technology innovation.

To investigate the impact of scaling in future technologpmedictive technology mod-
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Figure 1.1: Trend in SRAM cell size with scaling based on @ii@d cell sizes.

els (PTMs) were customized to reflect the low power technolftgrings available today
for nodes from 90nm to 22nm. The models were calibrated basquliblished industry
LP CMOS data [87] [55] [54] [88]. Fig. 1.2 provides the mosttical metrics used and

technology scaling assumptions for the LP models in ourystud

1.1.1 Increasing Device Variation

Variation is both a well known limiter to scaling and fundantedly dependent on the
specific process technology. Threshold voltage (Vt) venmatiue to random dopant fluc-
tuations (RDF) in the device channel has been empiricallyvehim be proportional to
1/v/WL as described by Pelgrom et al., [69]. Because of the use obwatevices in

the SRAM cell environment, the variation associated with RBR idominant variation
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Node 65 45 32 22
device type N| P N| P N| P N| P
Vnom (V) 1.2 . .
Target Tox (nm) 2 1.8 1.6 1.4
Values Lpoly (nm) 56 19
Ton (uA/um) 600 [ 300 | 620300 700380 720 380
Toff (pA/um) 250 400 1000 2000
HVT Ion (uA/um) | 400|210 410] 210 | 440] 340 450 | 340
HVT Ioff (pA/um) 10 30 50 150
Tuned Hen (WA/um) 606 | 305 [ 615] 309 ] 709 ] 381 | 725 | 385
o del [Eoff (pA/um) 250 | 219 [ 477 [ 409 | 947 [ 965 [ 18581915
HVT Ion (uA/um) | 409 [ 220 4252291444330 4691 331
values IS Toff (pAJam) | 10 | 9 | 36 | 35 | 45 | 62 | 183|172

Figure 1.2: Device parametric summary of custom low powennelogy used for LPPTM
simulations. Model centering based on published data f@&f[p5] [54] [88]

mechanism and a major concern for future SRAM designs.
This local variation is best characterized by measuremfghtanismatch between two
identically drawn transistors in close proximity to one #n®w. The variation in mismatch

is then defined by:

TV tm = Ayt - (L) (1.1)

VWL

where the quantity has units of and W and L refer to the devick#hwand length respec-
tively. What has now become commonly referred to as the Palgrot, where the delta
Vt of two identically drawn adjacent devices provides areasial relationship between
two essential design parameters (W and L) and the expeatddmavariation expectation.
Based on published hardware measurements [60] [94] for ctmmpandustry technolo-

gies, theAy,; value used was for the LP PTMs in this work was 3mvt The channel
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length variation (both global and local), and the variatiorVt associated with implant
dose variations were also included. The combined effectxalied gate oxide thickness
(T'ox) of approximately 10% per generation over the range of teldgies included and
corresponding increase in the effective channel dopixg) (of approximately 20% per
generation tend to hold the values roughly constant witth egneration, which may be

explained by the commonly used empirical equation [6] [5]:

N0.4
oVt =319-10"8-T,, - —A) 1% 1.2
<m V] (1.2

Asenov’s empirical equation, derived through atomistawdation results, affirms the
Pelgrom relationship ta/+/W L and includes the important role of the gate capacitance
and channel doping. A first principles treatment was deelags early as 1975 by R.W.
Keyes, relating the predicted variation to the channel,ai@adom channel dopant fluc-
tuations and gate capacitance [41]. Using percolationrthand simple channel doping

profiles the following relationship was derived [41]:

4652(% -In(N4/ni))

_ 4 ) ~3/8 .
_Qm\/ﬁNA (WL) \/ ) (1.3)

whereT'eq is the gate oxide equivalent thickness, is Boltzmann’s constant; is temper-

oVitmm

ature in Kelvin,q is the fundamental charge of an electrorelin, ¢,, andeg; refer to the
dielectric constants for the gate oxide and silicon respelgt and/V 4 is the doping concen-
tration inat/cm?. Although today’s device designs are much more complex,nconty
involving extension and halo implants, the relationshipgate capacitance and doping
concentrations are consistent. For most empirical dat@éent evaluations the inverse

square root relationship to channel area rather than tleesay3/8) power relationship as



Chapter 1: Introduction: Technology Scaling and SRAM 6

derived by Keyes is used.
For clarity, o V't,,,, refers to the mismatch between two identically defined a=vin
close proximity while thesVt¢ for an individual device is therefore smaller by a factor

of -L.. The implications of the scaled devices employed in the SRAMis shown in

Sl

Fig. 1.3. Both components assumedsav@lue equal to 10% of the target (Lphysical) for
the technology. A 30mV (@) global variation inVt, for NMOS and PMOS due to implant
dose and energy variability was assumed.

1001

——PD

Vt sigma (mV)

20 ‘ :
22 32 45 65 90
Technology Node (nm)

Figure 1.3: Impact of scaling trends on pull down (PD), paste gPG) and pull up (PU)
SRAM device Vt sigma based on the RDF component.

The infrastructure resulting from this analysis couplethwhe known scaling relation-
ship for the SRAM devices from Fig. 1.1 provides a means ofsz#sg the local variation
in threshold voltage across the technology nodes. Thisisakhip is shown in Fig. 1.3,
where the local variation in SRAM device threshold voltage mcreased for the 32nm

node by roughly a factor of 2 over the variation addressedea®0nm node. The adoption
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of high-x with metal gate beyond 45nm may provide some relief, comsistith (1.2), but
the increasing trend will again increase as the channelisreduced through scaling.

The Ay, for emerging FDSOI technologies will be of significant irgstrwith potential
improvements in the channel dopant variation [73] [48]. halde further exploration of
this potential technology solution, the extraction of the for a 150nm FDSOI technology
was accomplished by the design and implementation of ctearaation circuits and test
methodology.

In addition to the well know sources of random variation, @by exploration and
focus was placed on looking at the potential sources of Byaie variation that can arise
from the combination of bit cell topology, use of pushed desules and industry scaling
practices. The sources of non-random mismatch are inegstign the context of the 6T
SRAM cell layout. These systematic offsets play a role in fbe&lyexpectations of the large
arrays due to the impact on the noise margin distributiongh Boping and geometrical
systematic variation considerations are examined in thee@l8RAM cell environment.

An analysis of the implications of the bit cell topology onma@andom, within-cell
variation and the evolution of lithography practices witimtinued scaling, a new bit cell
topology is proposed. An examination of the growing litheygny constraints and known
bit cell layout topologies, the new topology may provide thga enable further scaling of

the 6T SRAM.

1.1.2 Reduced Functional Noise Margin

As voltage and area are reduced by continued scaling, thatidmal margins for all

three required operations are becoming less robust. Tleeqaences of scaling on SRAM
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design and noise margins have been the subject of many igagshs [14] [13] [31] [86]
[93] [2]. We will refer to these margins as; write margin (WN@ad static noise margin
(RSNM), and hold static noise margin (HSNM). All three essdritinctions required of
the SRAM; 1)write, 2)read, and 3) retain-state, all becomeeddficult at lower voltages.
Additionally, as the channel area is reduced without pripoally scaling thel'eq, device

variation will be increased.

350

——6—— Vnom WM
— & — Vwc WM

300 F| ——— Vvnom SNM
— ¥ — Vwc SNM
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E | | | | ‘
S 200f i :
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100 T SRR S
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Figure 1.4: Simulated LP SRAM functional margins (RSNM and WNpH decreasing
with continued technology scaling. ‘Vnom WM’ and ‘Vnom SNMgfer to the nominal
simulated margin value and ‘Vwc WM’ and ‘Vwc SNM’ refer to theovst case margins
out of 1000 Monte Carlo simulations.

Fig. 1.4 depicts the simulated functional noise margindgcivare trending lower with
each successive technology generation. The read stasie n@rgin (RSNM) or (SNM) is
a measure of the stability of the cell during access [74]. RB&M metric quantifies the
resistance of the cell to upset during a read operation amevtlie margin (WM) metric

guantifies the ability to write data to the cell. The SNM meig a very critical metric
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because all bits along the asserted word line will be sulbgeatSNM upset during a read
operation as well as the bits along the unselected colunmisgda write operation. This is
commonly referred to as the half-select issue.

To address the trend in reduced margins, a range of circsigtasethods have been
proposed. Two chapters in the thesis explore bias basadt@ssist methods for nanoscale
SRAM. Bias based circuit assist techniques will be definedHergurposes of this work
as an intentional modulation of an accessible terminal(WLMELD,VSS,Body) voltage,
charge or timing with the goal of improving the read or writangin. An objective method
for assessing the effectiveness of the various assistregptudl be developed in this work.
A margin/delay analysis is developed to further improve anavide clarity for future
investigations in the assist space.

Although assist methods do offer a path to extend the 6T ¢tipar&indow and provide
yield improvements by effectively lowering the array Vmimitations exist. The limita-
tions of the bias based assist methods for read access pdogidnique and clear result
which is provided by the assist limit contour (ALC). This AL@rdour allows the circuit
designer to quickly establish the limits of the bias basecud assist methods for a given

process technology.

1.1.3 Increased Standby Leakage

While the functional margins are decreasing with continweadiisg, the standby power
for the array, as measured by the bit cell parasitic leakisgacreasing. There are three
primary mechanisms involved in this trend. First the gatenaling current is increasing

with T'ox reduction [52] [47]. The tunneling mechanisms are voltageekerated and ex-
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hibit little temperature dependence. The second is gateeuidrain leakage (GIDL) [96].
The use of halo or pocket implants to improve the short chagffexts (SCE) by reducing
drain induced barrier lowering (DIBL) has tended to incre@BL in the devices. For
low power technologies, GIDL may be a significant compondrthe off state parasitic
leakage. The third major leakage contributor is sub-tholesleakage [81]. This mecha-
nism is governed by the sub-threshold slope and the threésiodtage of the device by the
following relationship:
W (Vas=viy

T =1 - 10055 (1.4)

wherel is a technology dependent constant with units of curfént, is the gate to source
voltage (OV in off state)}/t is the threshold voltage arftlis the sub-threshold slope [81].

S has units of mV/decade and is expressed in the relation&to. (

ET esi Tox 11-Tox —T - Legy
S=In(10)- — - (14+—— | (1 15
n(10)- = (+eox Xd) (+ X, exp(2-xd+3-Tox)> (1.5)

In expression (1.5)]ox is the gate oxide thickness,is Boltzmann’'s constant]’ is
temperature in Kelving is the fundamental charge of an electrorin X, is the depletion
thickness L.y is the effective channel length. The threshold voltage t&ads to decrease
with the technology/dd in order to achieve sufficient overdrive to preserve pertonoe.
Because GIDL and gate leakage are tunneling mechanisms ailwt dittle temperature
dependence, the sub-threshold leakage becomes the ddéneakage source at elevated
temperatures. The technology choice is often a criticabfaio the array standby power.
Technology solutions optimized for low SRAM standby poweréhachieved leakage val-

ues averaging: 50f A/cell at 25C [58].
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Figure 1.5: Simulated nominal and worst case (out of 1000tsl@arlo cases) parasitic
leakage per 6T SRAM cell is based on the predictive LP teclyiedo

As can be observed from (1.4) and (1.5), the introductiongiitx dielectric materials
for the gate dielectric can improve the sub-threshold shypallowing reduced ox values
and therefore the sub-threshold leakage. The net contibat the highx material there-
fore is significant in providing a path to improve varialyiligate leakage, and, to some

extent, sub-threshold leakage.

1.1.4 SER Susceptibility

Another important area of concern for nanoscale SRAM is esxd susceptibility to
radiation induced soft errors. Although this topic is noe¢afically developed in this dis-
sertation, it is a issue that should be highlighted whenudising challenges faced as we
continue to scale the 6T SRAM. Soft errors in the form of bottyka event upsets (SEU)

and SRAM array multibit fails [7] [21] [75] represent a reliliy concern for the memory
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designer.

The two primary sources of soft error inducing radiationfamen either terrestrial radi-
ation or from radioactive isotopes within materials usethaintegrated circuit fabrication
process. High energy cosmic radiation interacting witheegh’s atmosphere results in a
flux of neutron particles with a large range of energies ektento several 100MeV [98].
At sea level the resulting high energy neutrons manifesiadively isotropic flux of 10-20
neutrons#m?-hr and can interact with the silicon lattice through elaatid inelastic recoil
or by spallation where the silicon atom is shattered into/head one or several lighter
particles. This process produces a charge cloud of eletitapairs that, when in close
proximity to one or more sensitive neighboring circuit nedmay result in a single or

multi-bit error.
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Figure 1.6: Trend in 6T SRAM Qcrit values with continued sogli

The second form of radiation which predominately origisdt®m impurities within
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the materials used in modern interconnect technology igliiiea particle. The alpha par-
ticle can be characterized as a doubly ionized (He) atomisiimg of 2 protons and 2
neutrons. The alpha particle originating from impuritiearid in the interconnect or pack-
aging materials used in integrated circuit manufacturiag dn initial energy extending up
to 8 MeV depending on the specific impurity isotope present. Currarityplevels in
VLSI processing are sufficient to insure that the alpha fluxosgreater than 0.00%:h2-
hr. Because the alpha particle is ionized, it interacts withgilicon lattice to produce a
column of electron-hole pairs along the path of the partialeich can cause an upset if
the charge collected at the circuit node exceeds the drdi@age ()..,;;) for that circuit or
memory bit.

The soft error rate (SER) is expressed as:

SER~ F - Agisy - exp (_gt) (1.6)
S

whereF' is the particle flux,Aq4;; is the critical or sensitive charge collection aréa,;;
is the critical amount of charge required to flip the bit [28P&)s is the charge collection
efficiency. Cell design topologies that minimizg;,;; and increase).,;; are therefore
preferred. The charge collection efficien€@g is modulated by factors such as voltage,
charge sharing, NWELL and PWELL depth, use of retrograde veglirty profiles and use
of triple well. The amount of charge collected at a given nedigpically much less than
the total charge generated. Values ¢ are obtained following the trends provided by
Hazucha and Svensson [27]. Fig. 1.6 provides a summary disped(@...;; values as well
as simulated)...;; for the scaled bulk technologies defined in this work downZor.

SOl technologies have been shown to offer improved regsistemsoft error upset, and

direct comparisons between SOI and bulk technologies shdw improvement for the



Chapter 1: Introduction: Technology Scaling and SRAM 14

SOI [15] over bulk. Although the diffusion capacitance isahuower for SOI technolo-
gies (increasing the sensitivity), the charge collectitiitiency for SOI is much smaller

compared to bulk technologies.

1.1.5 NBTI and PBTI Sensitivity

An additional challenge that confronts the nanoscale SRA&ahds the shift in thresh-
old voltage during product lifetime. The most significantainanism for this has been
negative bias temperature instability (NBTI), which resut a degradation of the PMOS
device associated with a shift in the threshold voltage [48]. This induces a correspond-
ing shift in the functional margins of the SRAM cell discussslier. The SNM will be
decreased by an amount typically on the same order of the Meahift of the PMOS
device while the write margin will be improved by the weake®MOS.

Although PBTI was not observed to play a significant role fahteologies with con-
ventional Si0, and nitrided oxide gate dielectrics, with the introductimm high+ gate
dielectric materials such those involving Hf oxides and-oxyides, the PBTI mechanism
is a renewed concern [78]. The use of NMOS devices for thesadransistors, which is
common in today’s 6T and alternative bit cell options, thas cesult in degraded perfor-

mance and yield impacts.

1.2 Summary

A number of obstacles exist to the continued use and scaliSB®AM designs beyond

32/28nm. These include increased variation, reduced moawgins, increased standby
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leakage, and reliability detractors such as NBTI and raaliatiduced soft errors. Despite
these detractors, new advances in technology and ciraigmleffer promising options that
provide a path forward. This work is directed toward addreseeduced SRAM functional
margins which accompany continued technology scaling. éstjan consistent with this
theme may be expressed simply as, “What is the future of 6T SRé&bMd the 32/28nm
node?” While there are many aspects to this question, thik ingestigates and addresses
1) systematic variation sources in SRAM devices, 2) an optithimethod for selecting a
circuit assist scheme, 3) the limits of bias based assistodst and 4) a new bit cell design

for future nanoscale SRAM.

1.3 Major Contributions

1. Highlight specific sources of non-random mismatch in the cotext of the aggres-

sive bit cell design environment

A new examination of SRAM device variation sources for theasaale era, a highly
important aspect of advanced large scale CMOS memory desigresented. Specif-
ically, a description of how dopant fluctuations in nanos&RAM devices may be
attributed to both random and non-random components. Taoters which play a
role in the susceptibility to sources of non-random dopamiation are; 1) SRAM
cell layout topology, 2) process scaling practices, andi3hpd design rules used in
dense SRAM bit cell designs. Both doping and geometric sowteariation are

addressed.

Four specific sources of dopant fluctuation which can caumtigilio non-random
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threshold mismatch in the SRAM device environment are; (plamted ion straggle
in Si0s, (2) polysilicon inter-diffusion driven counter-dopin@) lateral ion straggle
from the photo-resist and (4) photo-resist implant shadgwiA manuscript titled
“Non-random device mismatch considerations in nanoscRIBNS’ has been sub-
mitted for publication to IEEE Transactions on VLSI Systeifisis work is believed
to be the first to highlight and address all four mechanismsystematic dopant

driven mismatch in context of the aggressive bit cell desigvironment.

2. Propose a new bit cell topology for the sub-22nm era

As scaling continues, the lithography challenges grow ardassert changes in the
layout topology of the bit cell. A new bit cell topology is grosed that offers 1)
reduced metal 1 complexity, 2) eliminates jogs in the actilieon for reduced ge-
ometric variation, and 3) offers shorter M2 bit lines oves ttominant industry bit
cell used today. A provisional patent has been submittechsnnew bit cell de-
sign topology [59]. A manuscript titled “New category of nalithin notchless 6T
SRAM cell layout topologies for sub-22nm” has been submiftedoublication to

the proceedings from 12th International Symposium on @uglectronic Design.

3. Developed the margin/delay analysis metric for circuit asist analysis

The primary focus of circuit assist methods has been imglogad or write margin
with less attention given to the the implications for pemfi@ance. In this work, margin
sensitivity and margin/delay analysis tools are introdiLice assessing the functional
effectiveness of the bias based assist methods. A martag/dealysis of bias based

circuit assist methods is presented, highlighting thesagsipact on the functional



Chapter 1: Introduction: Technology Scaling and SRAM 17

metrics, margin and performance.

A new method for concurrently optimizing the impact of citassist methods and
biases is presented and referred to as the margin/delaycethe concept of mar-
gin sensitivity is developed and discussed as a necessarpaent of the mar-
gin/delay concept. The analysis spans four generatior@wopbwer technologies to
show the trends and long term effectiveness of the circgisatechniques in future
low power bulk technologies. A publication titled “ Impadt@rcuit assist methods
on margin and performance in 6T SRAM” was published in theJalwof Solid State

Electronics [57].

4. Address the limitations of bias based assist methods and Hifight the value of

the assist limit contour (ALC)

Although circuit assist schemes provide improved yieldgimafor scaled SRAM,
factors such as reliability, leakage and data retentioabéish the boundary condi-
tions for the maximum voltage bias permitted for a given wirassist approach.
These constraints set an upper limit on the potential ymdrovement that can be
obtained for a given assist method and limit the minimum apen voltage (Vmin).
By application of this set of constraints, it is shown thatitbad assist limit contour
(ALC) in the margin/delay space can provide insight into tliemate limits for the
nanoscale CMOS 6T SRAM. A paper titled “Limits of bias basedsassethods
in nanoscale 6T SRAM” was published in the proceedings froth Iriternational

Symposium on Quality Electronic Design [56].
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1.4 Organization

This thesis is constructed in the following manner: Follogvthe background and in-
troduction provided in this chapter, chapter 2 describemasstigation of the sources of
variation (both random and systematic) for SRAM cell devicgkhough much research
and discussion has been given to the issues of random wargdurces, such as RDF, this
chapter describes four mechanisms that can be found toenac-random mismatch in
the SRAM bit cell devices.

In chapter 3 the challenges associated with future SRAM Hitlesign are discussed,
and the geometric variation sources which can contributgitioin cell mismatch in the
highly scaled array environment are examined. A new bitlagtut topology is proposed,
and its attributes are examined. The advantages and distades of this new cell topology
for future 6T dense SRAM are identified and compared agaimsinitiustry standard bit
cell.

Chapter 4 presents an in depth analysis of the bias based tes$isiques available
for 6T SRAM. A method for categorizing the 6T SRAM assist opsios presented. A
margin/delay analysis technique is developed to allow thecarrent evaluation of both
performance and margin for the circuit assist methods in BAI8. The assist methods
are explored across for technology nodes to better unaer e impact of scaling on the
assist benefits for future generations.

Chapter 5 builds on the foundation work presented in chapseddexplores the limits
of bias based assist methods for nanoscale SRAM. Becausesfaath as reliability, leak-
age, and data retention establish the boundary conditmmthé maximum voltage bias

permitted for a given circuit assist approach. These camds set an upper limit on the
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potential yield improvement that can be obtained for a giassist method and limit the
minimum operation voltage (Vmin). By application of this sétconstraints, it is shown
that the read assist limit contour (ALC) in the margin/delpgice can provide insight into
the ultimate limits for the nanoscale CMOS 6T SRAM.

Chapter 6 summarizes the main contributions presented snthieisis and discusses

potential direction for future work building on this work.



Chapter 2

Variation: Sources of random and
non-random device mismatch in

nanoscale SRAM

2.1 Introduction

The SRAM cell area has become a benchmark of technology cdimpeéss in today’s
VLSI industry. The design trade-offs to achieve the aggvesSRAM bit cells are becom-
ing more challenging with each successive technology @¢ioer To achieve the density,
performance, and functional requirements, the competitit cell requires design rules
which are much more aggressive than those used in base legjgnd. For this reason, the
bit cell has become an integral part of the technology affgfor technology suppliers. Be-
cause SRAM is largely compatible with CMOS logic processingjfariures can be readily

identified through bit fail mapping, it is commonly used byustry as a technology quali-

20
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fication vehicle. Although many design rules are limitededity by lithography, there are
several mechanisms which must be addressed for the conaiesticcessful nanoscale

cell design.

2.2 Background and Motivation

The complex set of decisions that must be addressed in dgfimencompetitive SRAM
bit cell design require a combined understanding of devitgsigs, process integration
capabilities, as well as an understanding of the circuit imednory architecture design.
Additionally, commercial success will require an undemndiag of the competitive market
as well in order to optimally balance the density, perforogrfunctional margins and
power requirements. In this chapter, the interaction otess integration technology in
SRAM cell design is explored using technology computer aidiesign (TCAD) process
simulation tools. The Synopsys simulation tools and sitmeenvironment will be used
to specifically examine the scaling limitations and chajkenfor the SRAM cell design.

A significant source of variation in nanoscale CMOS technie®ds associated with
random dopant fluctuations (RDF), which follows a/1¥’ L relationship. Although high-
rImetal gate technologies have provided some relief, agiyeeslesign rule and device
scaling has led to an increase in device variation in both SRAMIogic devices. Because
it is common for the SRAM devices to be near or below minimumdatgsign rules, the
RDF mismatch phenomenon is exacerbated. Additionally, gaigtesign spacing rules
used in the dense SRAM cell can lead to added sources of warihiat is not observed in
circuits designed with the standard logic design rules.

Although the SRAM devices and logic devices are built corently using the same
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processing steps, often sufficient differences exist sosttaarate BSIM device models are
required for the SRAM devices. This may be attributed to se\factors. First, there may
be intended deltas due to the use of additidneadailor steps to fine tune the SRAM thresh-
old voltage for optimal functional (yield) margin, perfoamce, or leakage optimization
reasons. The second reason is non-intentional and iswaétdlio the process, structural
differences, STI stress, and a range of proximity effectst tRese reasons, commercial
nanoscale CMOS technology suppliers provide a set of uniquaeta for the SRAM cell
devices that accompany the supplied bit cell. These additisources of variation may
also contribute to non-random or systematic mismatch withe SRAM cell.

As scaling continues beyond the 32nm node, the pushed ra@bia bit cell design
will warrant increased attention and more costly measwesoid sources of systematic,
non-random device mismatch. We define non-random mismatehraean offset in the
device pair (e.g. pull down NMOEt left vs right) within the same or adjacent bit cell.
Factors that may contribute to non-random mismatch areutappology, process scaling
practices, and use of pushed design rules in the bit cell.

In this chapter, the implications of cell layout topologyppess scaling, and pushed
design rules are considered. Four specific alignment sensiiechanisms which may im-
pact non-random device threshold mismatch are evaluatgoerinental data and process
simulations are used to both highlight and quantify souafason-random mismatch. A
statistical basis is provided as a foundation for quamtdythe functional margin impacts
of non-random device variation on the bit yield. Based on ameration of existing 6T
layout options, and consideration of non-random mismadbciices, we examine the rela-

tive merits of an alternative layout, possessing diffesymimetry, and area limiting design
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rules from the topology used in today’s dominant industgplat.

Four sources of potential non-random threshold mismatatctin arise from the use of
aggressive design rules in the bit cell are; (1) implantedsioaggle inSiO,, (2) polysilicon
inter-diffusion driven counter-doping, (3) lateral iomegigle from the photo-resist and (4)
photo-resist implant shadowing. Using simulation and ivaré measurements, we quan-
tify the device parametric impacts and provide a statiktreatment forming the basis for
quantification of the functional margin impacts on the blt.d&e examine two lithography
compliant bit cell layout topologies and quantify the impaicsystematic mismatch on the

margin limited yield.

2.2.1 Cell Topology

The choice of cell topology is perhaps the most critical ce@nd must be made early
in the technology development phase. This choice will $icgmtly impact the ultimate
cell size and aspect ratio that can be obtained as well asatdrily with assist methods.
It influences the bit line capacitance and the design rulaswil need to be pushed and
if any unigue (non-logic based) features will be desirechsagthe shared contact used in
the majority of today’s 6T bit cells. Included in the topojodecision are the number of
transistors to be used and the alternative bit cell optidrige term “alternative bit cell”
is used to describe a range of bit cell options that incluaetdital transistor options of 4

through 10 (excluding 6T).
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2.2.2 Non-6T SRAM (alternative bit cell options)

With the recognition that achieving the performance, yiedd leakage targets with
the 6T cell is becoming increasing more difficult to with eaebhnology generation, al-
ternative (non-6T) cell topologies have been proposed.alteenative cell designs tend to
provide a solution that addresses one or more of the chatehmhlighted in chapter 1.
A few examples of the alternative cells are: 5T which offefqsa#h to improve stability
but requires a write assist [63], the 7T [4], there are sévarplementations of 9T [50]
[51] and 10T [11] [67] [65]. Although the alternatives do teto provide partial solutions,
the 8T cell topology [16] is becoming more commonly used imogercial applications,
particularly for L1 and L2 cache applications. While the 8T aeea is larger than the 6T,
it does offer several advantages. With the two added tramsias a read buffer, the read
disturb mechanism is avoided (with additional architestwmnstraints to avoid the half se-
lect concern when the write word line is asserted). Becauseldsign is still subject to the
half-select disturb during a write operation, array aettilre changes are used to avoid
this mechanism. Further, this design offers both read anig wuord lines so additional
performance gains can be realized by optimizing the readnaitd paths independently

[17].

2.2.3 6T cell topologies

The optimal 6T layout topology will be dependent on manydext These include
processing capability, performance, density, power, amttfonal requirements. There
are, at least initially, a number of options theoreticalmgi&able for placing 6 transistors to

perform the desired function. A summary provided by Ish&leeproduced in Fig. 2.1 for
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this discussion [37]. Following the nomenclature of Ishidithough published examples
of type 2 and 3 can be found, the cell type 1la was the domindnssiny topology across
several nodes prior to 90nm. At technology nodes below 9Q@hentype 4 cell topology

became (and remains) the dominant industry cell design.

2.2.4 Lithographic considerations

As scaling continues below 90nm, the lithographic chakéenig printing and control-
ling the dimensions within the same printed layer in orthwgadirections has become
increasingly difficult [38]. This has led to restrictionslayout orientation and shape for
printed layers requiring tight dimensional control. Foe tARAM devices it is therefore
advantageous for the active single crystal regions andayee to be printed orthogonally,
thus allowing optimal dimensional control for these layd€ds$ the cell topologies or types
summarized by Ishida, only type 4 and a variation on type Idvide this advantage.
For this reason we will explore both design topologies inendetail. Fig. 2.2 compares
the dominant industry layout (type 4) with an alternateestillx), Fig. 2.2(b), that also

complies with the layout restrictions in sub 90nm designs.

2.2.5 Bit cell dimensions

Because of the design symmetry for both topologies, the Biaoea can be expressed

as the product of the cell boundary dimensions:ll andY cell.

Acell = Xcell - Y cell (2.2)

A list of the limiting pushed design rules representativéhaise used in advanced sil-
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Table-1; Variations of the inveriar layouts and SRAM cell layouts.

Category 1 J Category 2 Category 3 l Category 4

of Inverters

|
|

Type-3cell | Type-4 call

Layouts
of SRAM Cells

——Strage Node

1
1
: i
1 |

o |
AL Gate Electrode
Type-1b cell r Description of Symbols |

Figure 2.1: Summary of 6T cell layout topologi€§ [EEE "98) [37].

icon dense SRAM cells is given in Table 2.1. Although some atemh will be expected
as technologies evolve, the rules are expressed as furadtihie technology node)\j to
capture the effect of scaling. Although these pushed rulesansistent with those used
in industry, some differences will exist between technglsgppliers to allow optimization
of yield and parametric values as desired. We use (Wpd/L\pg(Lpg),(Wpu/Lpu) to
refer to the width and length of the pull down NMOS, pass ga#$ and pull up PMOS
devices respectively. The dimensiaki,) for design topology 4, illustrated in Fig. 2.2(a),

becomes:



Chapter 2: Variation: Sources of random and non-random device mismatch in nanoscale
SRAM 27

______________________

A3 Pl

Cell poundary

; . TE e » | ACTIE

n+ p+ space (X 2)

X

(a) Dominant industry bit cell design (topology 4).

N Cell boundary —

B:EB: B :B:B =0
n+ p+ space _ I ACTITE PR,

________________________________________________________________

(b) Alternate bit cell design (topology 1x).

Figure 2.2: Example layouts of 6T SRAM bit cell topologies #dad 1x (b). Alignment
of NWELL layer and subsequent block level layers will be asyatroal with respect to
devices N1, N3 and P1 compared with devices N2, N4 and P2 potdgy 4.
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Table 2.1: SRAM bit cell design rule scaling assumptions

Design rule symbol Dimension §)
Gate to contact space  (GC) 0.7
Gate past active (GPA) 1
Gate tip to tip (TT) 1
Gate contact to active  (GCA) 1
Contact size (Cw) 14
Contact space (CS) 1.4
p+ to p+ space (AA) 1.7

n+ to p+ space (NP) 1.8
M1 pitch (M1P) 2.8

X, =2 (XTT) + (GPA) + max(Wpd, Wpg)
2 (2.2)

+(NP) + Wpu + é(AA))

and the dimensiony() is:

Yy =2(CW) 4+ 4(GC) + max(Lpd, Lpu) + Lpg (2.3)

Following the substitutions provided in Table 2.1, the ketl @rea for topology 4 is

expressed as a function of device dimensions and technologdg dimension:

Ay = (8.3 + 2 - max(Wpd, Wpg) + 2Wpu)
(2.4)
(5.6 + maz(Lpd, Lpu) + Lpg)
We identify an alternative (1x) topology, which also comfisr to the lithographic con-

straints previously discussed is shown in Fig. 2.2(b). Wiigetype 1b proposed by Ishida
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Table 2.2: SRAM bit cell device dimension scaling assumystion

Cell device symbol Dimension X)
Pull down NMOS width Wpd 2.5
Pull down NMOS Length Lpd 0.9
Pull up PMOS width Wpu 1.4
Pull up PMOS Length Lpu 0.9
Pass gate NMOS width Wpg 1.7
Pass gate NMOS Lpg 1.1

would not be consistent with the lithography constrainttodgy for the active silicon, the
simple modification we refer to as 1x would be more preferrédllowing the limiting

design rule analysis as before:

X1, =2 (2(CW) 4+ 4(GC) + Lpg + Lpd) (2.5)

Yie = GPA + X(TT) + max(3.75(M1P),
2 (2.6)
(GCA) + E(MlP) + Wpd + (NP) + Wpu)

and by substitution, Table 2.1, simplifies to:

Ay = (11.2X 4+ 2Lpg + 2Lpd)
(2.7)

(1.5A + maz(10.5M, Wpd + (NP) + Wpu))
Scaled device dimensions are approximated in Table 2.2 dblera numerical area es-
timate. Although the scaled device dimensions will vanpetaling on the specific fab-
ricator device characteristics and bit cell performance laakage targets, the measured

differences in device dimensions make up a relatively so@ihponent of the overall bit
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cell area. We define the device packing factor (DPF) as tla tbiannel area of the six
transistors divided by the cell area to give a measure offtimescy of the bit cell design

for a given set of device dimensions. A larger DPF implies aenaoea efficient cell design.
For today’s competitive 6T dense SRAM the DPF is on the ord®&26f The DPF for the

type 1x (assuming common device dimensions) is 6%.

A graphical summary of published bit cell areas from 90nm 2018 is provided in
Fig. 2.3. The calculated area for type 1x (equation (2.73pisroximately 50% larger than
the type 4 (equation (2.4)). This is due, at least in partmmrieasons, 1) the design rules
used in this analysis (consistent with those in use todaypatimized for type 4, 2) the
shared contact feature, allowing a very effecient crosgleointerconnection in type 4.
TheY:, dimension is limited by the metal 1 and contact rules, resyin a largerY cell
dimension than otherwise required given the device widtitsra+ to p+ spacing given in
Tables 2.1 and 2.2. Also, these rules have evolved and beagnizgd for the topology 4
design and will therefore tend to skew a direct compariscared in favor of this common
industry topology. If the design rules were more tailoredtfee 1x topology, this gap in
area may be reduced.

The predicted cell area based on the pushed design rule gité gealing factors given
in Table 2.1 and 2.2 show a good fit down to 32nm for the type Utapblogy. Although
only one published value is found for 22nm [26], the area of tipe 4 cell design is
becoming closer to the area expectation for the type 1x degig we discuss later, the 1x
topology offers some advantages over the type 4 for procesplexity and susceptibility
to the sources of non-random mismatch associated with tihe aggressive n+ to p+ space.

Based on the scaled rules given in Table 2.1 and 2.2, the typeodogy offers improved
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Figure 2.3: Dashed lines show SRAM bit cell areas by techryohmgle for topology 4 and
1x based on scaled design rules and device dimensions givEables 2.1 and 2.2. Pub-
lished 6T cell areas by technology node are beginning tcatie¥iom the values predicted

by (2.4) at 32 and 22nm.

density and, because the bit lines extend in the y-diredtoboth designs, a shorter (and

lower capacitance) bit line (BL).

2.2.6 Process features

The shared contact feature used in topology 4 facilitatesned DPF compared to
1x, and significantly improves the area efficiency of the srmsupled connection. While
providing an advantage in area and DPF, the shared conttaréedoes add a degree of
processing and lithography complexity above that of a lagily process. Because this
feature is typically only allowed in the well-controlledrts® SRAM environment, a degree

of commonality with pure logic processing is lost with topgy 4, while the topology 1x
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is compatible with a logic-only process and does not reghiseprocess feature.

In addition to the shared contact process feature, diftesemay also arise from the
fact that the device pairs reside in separate active siiglands for the topology 4 design.
Although there are several potential consequences of iffiéesehce, a unique behavior in
radiation induced soft error response has been observed thhheseparate silicon islands
also share separate wells, e.g., the use of a triple welr@mwvient [23]. In contrast, the

active silicon islands are shared for the device pairs ferlthtopology.

2.3 Scaling and the characterization of local random vari-

ation: device mismatch

Pelgroms method of applying a Fourier analysis to sepdnatglbbal variation sources
from short range (mismatch) sources such as random dopeatutdtions (RDF) can be em-
ployed to sort out random and non-random mismatch compsn@atperform this analysis
requires a unigue set of structures. The layout must beubrebntrolled so any layout
or local environment dependencies are minimized betwegcaat pairs of identically de-
signed NMOS or PMOS transistors. The device pairs must brdnath a sufficient range
in W and L values to enable a slopéf;) to be extracted. These baseline structures should
be logic rule based, avoid proximity to resist edges anddgpotential lithographic related
shape modifications due to effects such as corner round&sggstrimplant shadowing or
line end foreshortening. Direct comparison of extractgg from the SRAM devices to
that from the ideally drawn, will provide a means of asseg#ne degree to which the sys-

tematic variation sources discussed in section 2.4 arepteSell topologies which reduce
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Table 2.3: MITLL 150nm ULP FDSOI Technology Summary

Feature MITLL 150nm Technology
vdd 1.5V nom
Tox 4nm

Si on insulator thickness 40nm

Insulator thickness 400nm

Gate stack 20nm TiN/200nm Poly
Metal layers 3

Drawn Lmin 150nm

Silicided diffusions 18)/square

the systematic sensitivities while maintaining the laydemsity and manufacturability ad-
vantages are clearly desired.

A potential technology direction to provide improvdd, is the use of a fully depleted
silicon on insulator (FDSOI) technology. To enable charaeation of the benefits of
this technology, a layout and circuit implementation of thismatch structures has been
completed in a 150nm FDSOI technology fabricated at MIT bincLabs (MITLL). A
description of the full chip and accompanying die photo aduded in appendix A. A

high level technology description is provided in Table 2.3.

2.3.1 Experimental method

A schematic of the circuit design, which uses a 6x64 decanleéxctess 8 banks of
NMOS and PMOS device pairs with the following (W/L) geometratnx: W=5, 1, 0.8,

0.6 yum and L= 0.15, 0.2, 0.6 and 1/6m is shown in Fig. 2.4. The independent control
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of the gates that are held off and the single gates that weeptsis modulate the Vgs
permitted additional control of the off state bias. A sampidhe Vgs sweep results is
shown in Fig. 2.5 with the off-gate held at 500mV. The off statirrent is comprised of
the contributions of 32, /m wide devices with 4 different L values. In order to extract
the threshold values, it was required that the off statedgakoe sufficiently below the
threshold current value. This was easily verified by exangrthe ID-VG sweeps shown
in Fig. 2.5. For the bm wide devices the threshold currents were in a range of G833
6A for an L=1.5:m to 3.333e-8 for L=0.15:m. The layout was constructed so that the
pair of devices would share a common source circuitry at Ml avove to minimize any

additional sources of variation.

Drain0 Drain 1

Gate Low

Gate Hi

L ] ] e
] ] e

Matched pair

|

3
=
S

Gatel

~N
6x64

Figure 2.4: Schematic circuit diagram of device mismatcérabterization circuit imple-
mentation to enable investigation of FDSOI 150nm devices.

The testing was performed using Labview 9 to control or fiate with the instruments

needed and to record the data taken. A Labview block diagsameluded in appendix B. In
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(b) Log of drain current vs Vgs for sample ofif wide devices.

Figure 2.5: Measured drain current versus Vgs bias for saofl.m wide PMOS devices.
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(b) Probability plot of the PMOS Vt mismatch.

Figure 2.6: Distribution of measured Vtmm values is norgdlistributed and centered
near zero.
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Figure 2.7: MITLL FDSOI 150nmy, derived from the PMOS devices is 2.4mivA.

addition to a HP 3630A DC power supply, three instrument&tfomix TLA7012 pattern
generator, Keithley 6485 picoammeter, Keithley 2400 seuneter) were used. 500mV
was used for the drain to source voltage with OV was appliethéobackplate for the
measurements shown. To verify the mismatch expected or vada@is centered at or very
near OV, a compiled set of measurements is shown in Fig.)2. 6@ threshold voltage was

extracted using the single point method using 106nAN/L).

2.3.2 Ay, for FDSOI PMOS

In Fig. 2.7, theAy; for the 150nm FDSOI technology is derived from the slope ef th

standard deviation of the mismatch values. For this tedgyihe PMOS&A,; was deter-
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mined to be 2.4 m\:m. A value of less than 4mym represents an improvement over
conventional bulk technology expectations [20]. This es@ints a significant improvement
in the random variation component of the FDSOI technologies bulk CMOS technolo-
gies and a primary motivation for further exploration ofsttechnology for future technol-
ogy nodes.

While technology solutions are adopted and continue to briatexd to address the
random device variations that accompany scaling, SRAM devérce also subject to sys-
tematic or non-random components of variation. The nextie@ddresses sources of

non-random device mismatch in the SRAM environment.

2.4 Scaling and sources of alignment sensitive mismatch

in dense SRAM

Because of its advantage in density, the type 4 topology mesrifie dominant cell
design in the industry and has been successfully migrategstechnology nodes (90nm
to 32/28nm) in both bulk and SOI. However, a careful investan of the ramifications of
the continued scaling of this cell topology is warranted.atidition to added processing
complexity associated with the shared contact for thistoplblogy, the n+ to p+ space is a
cell area-limiting rule and appears twice in the cell (x) dmion, Fig. 2.2(a). As a result,
the design rules associated with this space are aggrespushed. We will now discuss
how this can lead to a higher sensitivity to sources of naroan or systematic mismatch.

Reduced dimensions required for the sub-DRC SRAM bit cell dggoeontinues be-

low 32nm will place increased demands on the alignment aintordimension tolerances
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Figure 2.8: Schematic depiction of four alignment sensiources of potential non-
random mismatch in SRAM devices. (a) Lateral straggle withi@,, (b) lateral counter-
doping in gate polysilicon, (c) lateral straggle from résidewall, (4) halo shadowing.

required for large scale SRAM arrays. This is because of tbkel wensitivity to the mis-
match in device threshold, and any systematic mean shiftramnce which is non-random
(tvemm # 0) will impact the soft fail limited yield.

The potential for alignment related mismatch sources isngmortant consideration
in future bit cell design. This can arise from several fagt@nd the type 4 topology,
while possessing a significant DPF advantage over the attees, is particularly vulnera-

ble to this issue for reasons previously discussed. Figllasgrates four alignment driven
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(b) Simulated PWELL counter-doping due to lateral stragdlehmsphorus in

Si05 during NWELL implant with 30nm mask misalignment.

Figure 2.9: (a)Measured electrical impact on 65nm SRAM 24idyaleakage due to lat-
eral straggle of NWELL phosphorus in the STI. (b) Simulatedl wentours showing ef-
fects of transverse straggle #10O, on the adjacent PWELL with 30nm misalignment of
the NWELL resist using 45nm pushed rules. Area labeled A isnabPWELL/NWELL
boundary, area B is counter-doped (n-type) region in PWEIdulteng from phosphorus
lateral implant straggle in STI.
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sources that can introduce non-random sources of misn@jdnansverse or lateral strag-
gle in Si0, [80], (b) polysilicon inter-diffusion driven counter-dimg [53] [72], (c) lateral
ion straggle from the photo-resist [30] [76] [71], and (d)opdresist implant shadowing
[32] [34]. Of these four mechanisms, (a) and (c) originatrfrhigher energy well for-
mation implant conditions used in bulk CMOS processes, whijeand (d) are consistent
with both bulk and SOI process technologies. In the follagnsections we investigate these
mechanisms and their impact on the SRAM devices. Hardwageatat process simula-

tions are used to quantify the extent of mismatch from eachefmechanisms.

2.4.1 Lateral straggle inS:i0,

The potential impact of transverse straggle in the SRAM oglicks arises from the
aggressive n+/p+ space used in the cell to gain densityrdlata scattering in the shallow
trench isolation (STI) oxide from the higher energy well lamgs can counter dope the
adjacent well edge (e.g. point A in Fig. 2.8a). The PD NMOS BhdPMOS devices are
most likely to be impacted due to their proximity to the welge. Fig. 2.9(a) shows the
measured impact on the average bit cell leakage, as measwa&dik-bit array. Although
several methods of avoiding this mechanism can be takeodunting an additional boron
implant into the PWELL at the appropriate depth,100nm in this case, can be used to
mitigate the electrical impacts.

Using dimensions and implant profiles consistent with 45esighs (n+ to p+ space of
90nm) an NWELL mask misalignment of 30nm is sufficient to ceeasubstantial counter-
doping path between the source and drain of the adjacent PD3INkvice, Fig. 2.9(b).

As scaling continues beyond 45nm, the well profiles in budhtelogies will require op-
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timization along with aggressive well alignment and image $olerances to prevent this
mechanism from impacting future SRAM devices.

This mechanism will impact devices only on one side of thefoethe type 4 topology,
thus creating a non-random device mismatch within the &dlcause the n+ to p+ space
is not a limiting rule for the type 1x cell, this mechanism isich less likely to be a con-
cern. Due to the symmetry properties of the type 1x cell,téral ion straggle in the STI
were to penetrate into the opposite polarity well, non-mananismatch would be observed

between devices in adjacent bit cells.

2.4.2 Polysilicon inter-diffusion

Although migration to metal gate began to occur at the 45ndensome fabricators
have opted to remain with polysilicon gate electrodes [§9lysilicon inter-diffusion is
also of significant concern with scaling as n+/p+ space isesgively pushed. The practice
of using a poly pre-doping step is commonly used to insurenth@olysilicon is degen-
erately doped. The alignment of this pre-doping mask as aglhe n+ and p+ source
drain implant masks must be carefully placed to avoid difflasnduced counter-doping
of the gate above the channel region of the complementargeles shown in Fig. 2.11.
Because the diffusivity is significantly higher along theigfaoundaries in the polysilicon
than in the single crystal, and because of the proximity gfsptal layout, gate counter-
doping can occur. Scaling the lateral dimensions withodticeng the thermal budget or
alignment tolerance and/or bias will increase the seiiitio the mechanism with scaling.
Fig. 2.10(a) shows the shiftin PMO&,,; as a function of proximity to the gate predoping

mask. Because the gate workfunction is also impacted, thdatd deviation of the PMOS
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Figure 2.10: Effect of proximity to gate predoping mask edgga) PU PMOS Vtsat (b)

PU PMOS Vt standard deviation. Measured data from 65nm psotarhnology where
symbols represent values measured from separate wafers.
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Figure 2.11: Cross section simulation illustrating the @ncwith poly inter-diffusion

across the narrow n+/p+ space in the dense SRAM environmémtypie 4 cell topology.

Region A shows the phosphorus encroachment over the chagnahof the pull up PMOS
device altering the PMOS gate work function and thresholthge (u, o).

V'tsq iINCreases with phosphorus encroachment in the gate ove@MI@S channel region,
Fig. 2.10(b).

For the type 4 layout topology, this mechanism can resulhiagymmetric mean shift
in the pull up PMOS/t as well as an increase in the variance of thtedue to the impact
on the work function component of the variance in the thriskoltage as described in
(2.13). Because of the inherent sensitivity of this mechansthe n+ to p+ space, the 1x

topology would provide relief in allowing a more relaxedgaiment and image tolerance

specification.
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Figure 2.12: Doping contour plot following an atomistic MerCarlo simulation of the
PWELL deep implant (left). Variation in boron concentratiacross the silicon surface
as a function of proximity to resist edge (right). Doping fidetaken at a depth of ap-
proximately 50nm. The resist is located from ©0.® 1. on the X axis. Boron lateral
straggle emanating from the resist sidewall region duriegpdPWELL implant results in
near-surface concentration variation across the PD NMQ@S&ra#l region (A).

2.4.3 Lateral ion straggle from the photo-resist

The physical mechanism of lateral dopant straggle stemifinorg nuclear collisions
of the high energy implant species in the photo-resist has Ipgeviously documented
[30]. Depending on the implantation species and accetara&tergy, this mechanism can
impact devices in proximity to the well edge at distancesering 1:m. Because of this,
this mechanism can impact both logic devices as well as theekein the dense SRAM
cell. For bulk technologies requiring higher dose and ene&rgll implants the effect is

more significant.

The amount of near surface doping is proportional to the dbe high energy implant
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used in the formation of retrograde wells. As shown in Figl22.using implanted B11
energy of 200keV with a dose of 3E48/cm?, the near-surface doping is a function of the
distance from the resist sidewall.

Because the surface concentration is a function of the disttom the resist sidewall,
there is an alignment sensitivity for the SRAM devices. Beeaafsthe higher channel
doping levels and use of thin oxide devices used in most mat®SRAM cells, provided
deep retrograde implant doses are kept in this range, thadigd this mechanism on
nanoscale CMOS SRAM is expected to be limited.

Because of the dense bit cell layout requirements, the SRAMeein bulk technolo-
gies are subject to this mechanism regardless of the calldgp. The implications of this
proximity mechanism for the bit cell are two fold. First, ghimechanism can introduce
a threshold voltage offset in the SRAM devices with respedtdtated logic devices and

second, it is an additional source of non-random mismatdtvariation in channel doping.

2.4.4 Photo-resist implant shadowing

Because of the photo-resist thicknesses during the halamptep, implant shadow-
ing is another physical mechanism that becomes nearly uevle in the dense SRAM
designs. The halo or pocket implant, used to control shabhihl effects, is commonly
implanted at angles in the range of 30-45 degrees as a qué@hinpecause of the pushed
rules in the SRAM cell, the thickness and proximity of the ghrgsist will result in some
degree of implant shadowing in the dense SRAM devices. Thghepotential of induc-
ing threshold voltage shifts in the SRAM devices relativehte logic devices and for the

type 4 topology, can also become a source of non-random rtaebmia addition to align-
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Figure 2.13: Measured hardware data showing effect of haskmhadowing on narrow
NMOS threshold voltage from 65nm process technology. (Mafge is orthogonal to gate
consistent with Fig.2.2.) Single points at 110nm and 50 tatessical outliers.

ment, this mechanism has the added variation componengsist thickness, and surface
corner rounding.

With the resist thicknesses and design rules used in higsitge®RAM, halo shadow-
ing, Fig. 2.8(d) will occur for at least one of the 4 quad inmtafor the PD and PG NMOS
devices. TCAD simulations of a narrow 45nm NMOS indicate thit effect can be on
the order of 50mV for a fully shadowed halo in the directiomgblel with the polysilicon.
Measured electrical results Fig. 2.13 are approximatehsistent with the process simu-
lation results and show a 56mV delta threshold voltage whesingle quad halo (parallel
with the gate) is fully blocked.

Due to the symmetry of the type 4 cell, halo block mask misetignt will result in a
within-cell device threshold imbalance. As with the othiigrament sensitive mechanisms

previously discussed, use of a more aggressive n+ to p+ sphoeed to be compensated
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Table 2.4: Dependencies and impacts of four mechanismsmfammdom mismatch

Devices Topology 4 Topology 1x
Mechanism Primary dependencie8 impacted within cell mm adjacent cell mm
Implant straggle inSiO< Well dose, energy, species PD,PU “Vimm # 0,0ve.pF T “Vimm # 0,0ve,DF T
Polysilicon inter-diffusion Temp, dose, diffusivity PU BV imm Z 0, 0viawr T BVimm #Z 0, 0vigwr T
Lateral ion straggle in resist Well dose, energy, species ,PBPU “Vimm # 0,0ve,DF T KVimm # 0,0ve,DF T
Halo shadowing resist thickness, halo dose, angle PD,PGPULYy tymm # 0,0ve,DF T BVimm #0,0ve. DE T

¢dependencies in addition to n+ to p+ space, alignment, andatition

with improved alignment and/or image tolerance improveihtemeduce the sensitivity to

mismatch associated with this mechanism.

2.4.5 Mechanism impact summary

Table 2.4 summarizes the process dependencies, SRAM dewvipasted, and com-
pares the net effect differentiated by cell topology chdareeach of the four mechanisms
investigated. The net device impacts associated with theerfeechanisms previously dis-
cussed will be dependent on the bit cell symmetry. Due to yinensetry differences be-
tween topology 4 and 1x, any deviation in alignment will gkate directly to either a mean
shift between device pairs within the cell or adjacent cettell device mismatch. The net
measured effect of non-random mismatch is identified by bsexvation thatiy 1., # 0)
for the local device pairs.

In addition to non-random mismatch, the standard deviatidrit is also impacted by
these mechanisms. The increase in standard deviation,sasveld with polysilicon gate
interdiffusion, can be large, Fig. 2.10(b), if the imagestahce, alignment, and additional
processing dependencies such as temperature, grain bgutitfiasion, and implant dose

are not well controlled.
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While all four systematic mismatch mechanisms identifiedde@endent on the n+ to
p+ space, because type 1x cell area is limited by rules oftaer n+ to p+ space, the im-
pact (assuming similar alignment and image toleranceshwikliminated or significantly
reduced for the 1x design relative to type 4. The amount aicton will depend on the
fabrication process details, in-line controls, the specifechanism, and degree to which
the n+ to p+ space can be optimally relaxed.

The density advantage of the type 4 topology would permaegired, optimized trade
off of either increasing the n+ to p+ space or tightening fignanent and image tolerances
of the implant blocking resist levels involved. Althougletit+ to p+ space only occurs once
in theYy, dimension, the 1x topology does not offer an intrinsic adaga in sensitivity to
the n+ to p+ space. Taking the derivative of area with resjge@P) for both topologies,
equations (2.2) - (2.6), reveals that Y} is equal toX;, when (Lpu = Lpd). If the n+
to p+ space became a limiting rule for the 1x topology, bofiotogies would be roughly
equally impacted. However, because the rules for contayatlto active area limit the 1x

topology height, the n+ to p+ space is significantly morexedifor this topology.

2.5 Non-random variation: Statistical infrastructure

A statistical infrastructure to establish the relatiopsbetween mismatch and margin
limited yield is outlined in this section. To assess the iotgd the non-random mismatch,
the device threshold (Vt) will be treated as a continuousloamvariable. The 6T SRAM
margin varianced3, ) can be expressed as the sum of the squared components sednpri
of each of the 6 transistors shown in Figure 2.2. For reasoveyed in the previous section,

the SRAM device pairs may not have identical variances anefive@ should be treated
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independently for this analysis.

6 2
or = ; (%Uvn) (2.8)

The margin value may refer to the read static noise margin (RSd write margin
(WM) for example. While it is commonly assumed that the popofamean and variance
of each of the 3 pairs of transistors in the cell are equaladiews from this assumption can
occur and are influenced by cell topology, process scalintla® used of pushed design
rules. The margin mean is expressed in terms of (Vt) usingrtimeated form of the Taylor
series expansion [68] as:

6
1 0*M
o ® My, + 5 > WU%’“ (2.9)
=1 4

The margin (/v ) value at nominal Vt, refers to any margin which has a primary
dependency on the device threshold. The margin limiteddyiehy then be assessed by
determining the fail probabilities. By accounting for theaneand variance components
individually the fail probability may be computed from th&sdard normal probability
distribution function (PDF). When no systematic or non-i@nd/¢t mismatch exists, the

probability of failure (Pr) for the bit cell may be expressed as:

PrM<0]=1- /OO folw)de ~ erfe (’i‘}g) (2.10)
0

wherer,,, is defined agM — 0)/o,,. The probability is computed assuming a symmet-
rical 2-tail distribution to account for both states of thé ¢ell. When non-randonV't
asymmetry exists, the fail probability for the left and ttigide of the cell must considered

independently. This is expressed as:
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Pr[M < 0] = Po[M < 0]+ P,[M < 0] (2.12)

The yield for a large array with/\;) bits is then computed from the binomial relation-

ship. Assuming no redundancy, the yield is given as:

Yy = (1— Pp[M < 0)Nb (2.12)

The margin mean and variance are explicitly dependent ovetti@nce in device thresh-
old voltage as described in (2.9) and (2.8). The more sigmificinderlying components
of the local variance iVt are due to dopant fluctuations (DF), gate work function (GWF),
and line edge roughness (LER). Treating these three comfsasnndependent random

variables, the total variance is expressed as shown in)(2.13

2 2 2 2
OVtroras — OVe,.DF T Oviagwr T OViLER (2.13)

Processes or design topologies which are more susceptilslereases in the variance
of any of these components are therefore less desirableddpent fluctuationsi) F') are
comprised of both random dopant fluctuations as well as anggss induced systematic

variations.

2.6 Quantifying the impact of non-random mismatch on
yield

Random variation in device threshold is anticipated withxgreeted mean of zero for

within cell mismatch. When non-random sources of mismatddyece a mean shift in
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Figure 2.14: Impact ofiymm # 0 on both RSNM and WM and margin limited yield.
Simulations performed using on commercial 45nm LP teclmyoB®RAM models without
the impact of increased variance.
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Vitmm, such that {v,.,» # 0), an impact on the read static noise margin (RSNM), or
write margin (WM) may be observed. To illustrate this, margjmulations are conducted
using a commercial 45nm LP technology. The impact@f,.,, on the mean RSNM and
WM is plotted in Fig. 2.14(a). The margin limited yield, Fig12(b) for a 2 Megabit array

is derived following (2.10), (2.11), and (2.12).

Given an equal amount of systematic mismatch, either witkihor adjacent cell-to-
cell, a similar net yield impact is anticipated. This poistmhade by a consideration of
the symmetries involved. For example, given the type 4 Igyitxe kinds of non-random
mismatch described could result in the fail probabilij{/ < 0]) for one of the two nodes
becoming larger with respect to the other across the entiag.aAlternately, for the type
1x symmetry, an adjacent cell-to-cell mismatch would beeolxd where the probability
(P[M < 0)) for both nodes in every other cell in the array would be cstesitly increased.
If both type 4 and 1x layout topologies were equally susbéptio the sources of non-
random mismatch, the net impact on large array yield wowddetfore be negligible.

The effect of a non-random threshold shift (within cell ofl ¢e cell), shown on the
X-axis, is in addition to the background random variatioat is present in the statistical
models. For this technology, the PG NMOS exhibited the hsgldegree of margin sen-
sitivity. At nominal voltage (1.1V) and room temperatureistbit cell is RSNM limited
therefore the observed yield impacts, Fig. 2.14(b), araquaced as the PG NMO%t is
lowered. The RSNM and corresponding limited yield is adVgratected by both positive
or negative shifts in the PD NMOB¢. The PU PMOS has a more limited overall impact,

lowering the RSNM limited yield as it becomes weaker.
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2.6.1 ldentifying non-random variation

The detection of alignment driven non-random offsets may@to be difficult follow-
ing typical manufacturing test restrictions. Although eglasample size may be accumu-
lated or exist for the bulk population, alignment will vamyrfindividual lots. The sample
size required to detect a 10mV offset in the sample meamn,{,) with 95% confidence
will be on the order of 60 or more as given by (2.14) which mageex the number of
samples tested for a given lot or batch of wafers run with amg&lignment. If alignment
and printed dimensions are centered and normally disgthuhe entire population dof¢
mismatch (right - left) will also be Gaussian in distributioSystematic offsets in image
critical dimension (CD) or alignment will impact the totalgadation.

The population standard deviation can be derived from tligased estimatofy ...,
having a confidence interval as defined in (2.15). A methodguBburier analysis to sep-
arate the global variation sources from short range (mismatources such as random
dopant fluctuations (RDF) can also be applied to the SRAM ds\i&@]. To quantify the
base lineAvt expectation for a given technology [33], care is taken tmelate channel
proximity to drawn corners, well edges or block-level-s¢gidges. Characterizing ;...
for identically drawn device pairs in close proximity acs@srange a channel areas provides
the technology base line for NMOS and PMOS devices.

SRAM device pairs within a cell or cell to adjacent-cell areciose proximity and
are drawn identically, however they are subject to adddi@ources of variation. These
additional sources of dispersion in mismatch may be ateibdo the pushed rules and
layout topology used in the 6T bit cell. For advanced nanedezhnologies the threshold

mismatch values measured for larger L dimensions are obdeovfall on a different slope



Chapter 2: Variation: Sources of random and non-random device mismatch in nanoscale
SRAM 55

than that of the minimum L [39] [10], therefore the Avt slogesld be derived using the
same L values as used in the cell.

Because the alignment sensitive occurrences of non-randematch can be limited
to individual groups of samples, detection can be a chaflery brief description of an
approach for determining if such a condition exists is byisfimmarized to illustrate a
simple case where the sample variances can be assumed todbeBerause the expected
value of the paired data samplé#- — V/tl) mismatch mean is always zero, this is the null

hypothesis. The confidence interval for testing this hypsithis given by:

VN

whereN refers to the sample sizey,,., is the sample standard deviation ang, is the

1 tmm £ a2 (thm) (2.14)

test with specific significancey with (N — 1) degrees of freedom. Thg? distribution
may be used to determine the confidence interval on the sarap&nce. The confidence

interval may be expressed in the form of a probability, as:

—

N —1)0? N-1)o2,,
P ( X2 )UVtmm < 0-‘2/tmm < ( X2 )UVtmm —1—« (215)
N-1,1-a/2 N—-1,a/2

where the probabilityP, (with significance leved) that the population variance lies within

the defined intervals as defined by tyredistribution.

2.7 Conclusions

Dopant fluctuations in nanoscale SRAM devices may be atatbtd both random and
non-random components. Cell layout topology, processragadind pushed design rules

used in dense SRAM bit cell designs can influence the susdéptib non-random mis-
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match in present and future nanoscale SRAM devices. Founfmtsources of non-
random device mismatch that can impact dense SRAM desigre iwezstigated. Two
different bit cell topologies were considered to demonsthow systematic mismatch de-
creases the margin limited yield in both topology types. thts reason, reduced dimen-
sions required for the competitive SRAM bit cell as scalingtowues below 32nm will
place increased demands on the alignment and image toésraequired for large scale

SRAM arrays.



Chapter 3

6T SRAM cell topologies for sub-22nm

3.1 Introduction

The extent to which the 6T bit cell can be extended througtticoed scaling is of
enormous technological and economic importance. Thisten&rther addresses the chal-
lenging and complex cell design constraints being facedhbyridustry in CMOS process
technology today and develops an alternative bit cell layopology. Understanding the
specific lithographic limitations and the mechanisms whihe systematic mismatch pro-
vides direction in identifying more optimum solutions. Agttime of this work, the worlds’
leading advanced silicon providers are developing andgpsrtyualifying the 22nm (or
22nm/20nm) generation technologies, and work is underwahe 16/15nm node.

Beyond 22nm, it is certainly less clear if the planar 6T cell miaintain its dominant
role in microprocessor cache, ASIC and mobile computindiegons. This will depend
on many factors such as continued advances in lithograpkysuccessful incorporation

of circuit assist methods [57], improved manufacturingcpicees for SRAM, and emerging

57
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technology options to address variation. Additionallyg thit cell design may continue
to evolve and adapt to the lithographic capabilities andstraimts. In this chapter, the
learning from chapter 2 is incorporated and expanded tolojevke proposal of a new 6T
bit cell topology for future nanoscale SRAM technologies.

The success of the (type 4) bit cell topology used in today'sSRAM is evident by
its ubiquitous use in the advanced VLSI (65nm and below)reldgies. Despite the
widespread use of this bit cell, there are emerging chadlerag scaling continues. The
central question addressed in this chapter is, given thespigtad use and acceptance of
the type 4 topology as the optimal solution, “Do competi@ivealternative topologies exist

for 22nm and beyond, and if so, what might they be?”

3.2 Constraints and metrics for future nanoscale 6T bit

cell

The desired attributes for the next generation bit cell kngypwould include high den-
sity, reduced lithographic and manufacturing complexibyy bit line capacitance, and
elimination or reduction of the sources of systematic mistmaAt 22nm, the use of 193nm
immersion lithography and double patterning will be empldypy the leading advanced sil-
icon providers to meet the aggressive layout dimensionsnmed; For nodes below 22nm,
extreme ultra violet (EUV) with a wavelength of 13.4nm wik Iphased in for the most
critical layers. These changes may serve as a driving fancedntinued evolution of the
6T layout topology.

Reduced variation from lithographic sources, will continoi@lrive geometric simplic-



Chapter 3: 6T SRAM cell topologies for sub-22nm 59

ity, pattern regularity, fixed pitch regulations and wilintmue to rely heavily on optical
proximity correction (OPC) algorithms to meet the growingngiexity [49] [38]. The use
of double patterning is now commonly practiced for the gawel and pitch doubling tech-
nigues are being developed with renewed emphasis. Mas& costinue to increase with
each new node, and the need for improved overlay or aligntolrances drive increased
costs of the stepper tools.

Printing the SRAM cell shared contact and conventional ctinising the same mask
level has been highly challenging and becomes more so asgcahtinues. Elimination of
right angles and jogs in the printed gate structures has &@epted for image control and
integrity. Additional restrictions on gate direction anitch are commonly implemented
to provide further image fidelity. These factors convergprtavide constraints on the cell
designs for future technologies. These evolving condBaire becoming more restrictive
with each node and effectively limit the viable set of 6T tmges for future nodes.

For the industry standard (type 4) 6T bit cell topology, ¢éhare several areas that are
becoming more difficult with continued scaling. Two areascsfically highlighted are:
1) the metal 1 (M1) pattern required (Fig. 3.1) for the typeitachll retains the relatively
complex orthogonal directionality of the short lines [2&)d 2) the jogs in the active silicon
region, used to achieve a desired pull down to pass gatefoatiell stability during a read
access, are subject to significant rounding.

Given the growing lithography restrictions with scalingdahe known 6T topologies
[37], discussed in chapter 2, only two existing 6T topologtians appear viable for further
development. The topology that is currently the industandard 6T cell (type 4) and a

variant of the type 1 as covered in chapter 2.
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Figure 3.1: Type 4 6T layout (as shown in chapter 2, with theéedddrawn M1 layer.
Depicts M1 layer pattern similar to that shown in referen2@|,[ where the 'L’ shaped
pattern used in prior generations is eliminated to furtivapsfy the required pattern.

In light of this, a re-examination of Ishida’s four base layoategories may be useful
to determine if additional suitable base category altérestmay exist. In this work, it is
proposed that the four categories may be expanded to fiveoassh Fig. 3.2. A new base
category is achieved by shifting the placement of the croapled inverters so that the gate
of the second inverter is in line with the contacts of the fivgérter [59]. This new category
provides a third viable 6T cell option, consistent with tleeply scaled CMOS lithographic
restrictions and exhibiting many of the desired charasties for further investigation.

The full 6T topology for this category 5 topology is shown iigF3.3(a). There are po-
tentially several advantages for future generation teldyies with this new layout topol-
ogy. First, the metal 1 (M1) complexity is reduced, furthem@ifying the required pattern
compared the type 4 cell. Second, the cell height is furteduced (in the bit line direc-
tion) which allows for a reduced bit line capacitance anditithe jogs in the active silicon

region are eliminated. This third point and its potentigportance is explored in the next
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Figure 3.2: An additional category for the 6T layout is pre@d. The cross coupled invert-
ers are now shifted so that the gate of the second inverteiiisa with the contacts of the
first inverter.

section.

The shared contact is expected to have a similar complexig}l &s the type 4 where the
shared contact 'bar’ and conventional contact 'squardaoregare printed using the same
mask. An alternative layout scheme extends the sharedat@ueoss diffusion regions of
the opposite inverter. This alternative layout Fig. 3.3(b¢quiring an elongated 'shared

contact’ may offer unique options that will be discussed orendetail later.

3.2.1 Additional sources of device variation in SRAM

Sources of non-random mismatch associated with densecala@RAM devices dis-
cussed in chapter 2 specifically addressed the systematicesoof mismatch which were
due to variations in channel doping (both random and sysiemarhe general subject
of non-random variation in dense SRAM devices may be furtkparded to include the

geometric sources of mismatch. These arise from the naai-&e/ironment associated
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(c) Version 3 of new category 5 6T bit cell topology with regganent gate and buried
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Figure 3.3: Various layout options for new category of utttan (UT) 6T bit cell topol-
ogy with reduced M1 lithography complexity, reduced bglinapacitance, and reduced
mismatch due to corner rounding in the active silicon.
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with pushed design rules, variation in alignment and addéi lithography effects such as
corner rounding and line end foreshortening. These effaetsayout topology dependent
and can also contribute to the overall mismatch in the deiisel devices. Accounting

for these additional components, the total variance is éxpnessed more fully as:

2 ) 2 2 2 2
OVtyoras — OVe,DF T Oveawr T OveLER T Oviwesr + OvViLess (3.1)

where the first termgy,, -, captures the variation in channel doping due to both random
and sources of systematic variation described previodsig second termgy,, oy » Cap-
tures the variation associated with the gate work functidhe last three terms in (3.1)
capture the physical or geometrical variation. While lingedoughness (LER) plays a
role in the ideal logic mismatch, the last two terms are tgjhycneglected due to the prox-
imity assumptions of the drawn ideal mismatch structuresillastrated in Fig. 3.4, this is
not always the case for the dense SRAM devices.

The geometry of the right(N4) and left(N3) devices, Fig., Bdcome increasingly dis-
similar as a function of alignment. Additional variationtime Leff (not shown) can arise
from similar arguments when line end foreshortening cadipléh corner rounding are
captured for this layer. Although alternate notchlessagtions have been proposed previ-
ously [92] [42] [43], to avoid this form of within-cell misnteh, they have not been adopted

by the industry.

3.2.2 Estimation of the new 6T bit cell area

By using the set of pushed layout rules, given in chapter 2miped for the type

4 layout, the bit cell area for this topology may be estimdt@dcomparison purposes.
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(b) With misalignment the PD NMOS devices become geomdityinasmatched

due to corner rounding effects associated with the jog.

Figure 3.4: lllustration showing impact of gate misalignthen the device geometries. The
devices circled exhibit different width characteristicglahe width of N3 is effectively less
than that of N4.

Following the pushed scaling rules defined in chapter 2 Xhelimension is estimated to

be approximately:

X5:2-@(CWU+(GOA)+(Wﬁm)+(GPA)+(TT)+(GPA}+ 32)
2 3.2

(Wpd) + (NP) + (Wpu) + (A4))

and the dimension) is calculated to be:

Ys = 2(L(OW) + (GC)) — (L((CW) + C'S + CW)—
2 2 (3.3)

(CW — max(Lpd, Lpu))))
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Figure 3.5: Type 5, 6T layout with the area limiting rule asgtions highlighted.

Using consistent assumptions ffigestimate of 6.4 represents more than a 13% reduction
in the bitline length over the array. This directly corresgs to improved access speed. The

cell area is therefore:

As = 6.5\ - (14.7A + 2A(Wpu + Wpg + Wpd)) (3.4)

Using scaled and equivalent device dimensions a compaoisthe calculated bit cell
area results in 168.35 for cell type 5, and 142.4% for type 5e, compared to the 1%0
estimated for the type 4 cell. The limiting design rules usedalculate the type 5 cell
dimensions are highlighted in Fig. 3.5.

The second layout method which utilizes the extended sheaoathct (referred to as
type 5e) is used to illustrate the potential area improveiiiet could be obtained by using
a pitch doubling technology. While the assum@égvalue will remain equivalent to the the

type 5, theY; value could be further reduced by:

Y. = 2(2(C’W) + (GC) 4+ max(Lpd, Lpu, Lpg) + é(GS)) (3.5)
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Figure 3.6: Calculated area for topology 5 cell across mieltggchnology nodes.

The area for the type 5e becomes:

Ase = 5.5 - (14.7\ + 2X(Wpu + Wpg + Wpd)) (3.6)

The type 5b example demonstrates the potential for furteegldpment. The potential
synergy with the replacement gate process option used bg somombine the gate and
shared contact patterning is clearly and interesting pdsgifor further exploration. By
replacing the three 'in-line’ shared contacts shown in Big(c) with shared buried contacts
(patterning the gate and shared contact in one step) is arf@aréurther investigation. If
the shared contact layer is separate and isolated from tivweotonal contact, the cell can
be wired very simply with VDD, VSS,BL and BLB running vertical{y-direction) using

the M1 layer and with the WL on M2 completing the 6T design ragriorizontally. This
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Figure 3.7: Cross section view of gate pattern method wheey s first patterned by a
series of continuous lines using sidewall image transfeirtelogy.

is an area for future exploration since the advantage ofcediuequired metal levels to
complete the cell could offer savings in cost and free up MBngichannels across the
array for logic routing.

A process flow and full array layout is next developed to fertttemonstrate the poten-
tial advantages of this new cell topology. Optimum gate sgcmay be obtained using
a pitch doubling technique which also provides a means oiesitly the optimum line

spacings. A cross section process flow for this is given in Fig.
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A top down view showing the active regions in an array segmeitlh the continuous
lines formed following the flow in Fig. 3.7 is shown in Fig. 888. The cut mask is then
used as shown in Fig. 3.8(b) to complete the gate pattern.filkegate pattern is then
created as shown in Fig. 3.8(c). A dashed rectangle ouglitiie boundary of a single bit
cell is replicated for continuity across Fig. 3.8, Fig. 3r@ldig.3.10.

An insulating dielectric is then applied followed by a chealimechanical polish (CMP)
to planarize the surface and expose the top of the gatepaterificial material, Fig. 3.9(a).
The original gate sacrificial material is then removed amdgate dielectric material (e.g.,
high-x) is deposited. A buried contact mask is used to remove the djatectric in re-
gions where the buried contact is desired. The gate maisrtaken deposited followed
by a CMP to planarize and self-align the gate material anddjatectric to the predefined
openings, Fig. 3.9(b). An additional insulating dielects deposited and the contact mask,
etch, deposition and CMP is used in the conventional way to the contacts as shown in
Fig. 3.9(c).

To complete the wiring, which requires only two metal leyelee M1 lines may be
either printed as continuous lines, followed by a cut maskrorted with a single mask
depending on the specific constraints and tolerance ragaits. All M2 lines are unidi-
rectional with this cell layout topology as shown in Fig. &4). Only one M2 to M1 via
per cell is required, Fig. 3.10(b), to allow the word line nention at M2. The M2 lines
follow a regular unidirectional pattern as shown in Fig.0§c). The array required M2
line/space will be much more relaxed than the typical mimmM2 pitch and and may
permit additional wiring tracks for global signals or logis needed.

Using a consistent set of pushed SRAM layout rules, the neefned bit cell does
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(c) Final gate pattern.

Figure 3.8: Top view of an array gate segment showing pateactive silicon regions
and the gate definition sequence. (a) Continuous gate limesg horizontally (following
processing shown in Fig. 3.7). (b) Dual pattern gate cut nradikating openings in resist
to allow completion of the gate pattern. (c) Following duattprn cut mask processing,
the final gate pattern is completed. The dashed rectangaganT outlines area of a single

bit cell.
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(a) After CMP and sacrificial gate material removal.

(b) Gate deposition and CMP.
| L [ I [ ]

(c) Conventional contact formation.

Figure 3.9: Top view showing array buried contact and fin& gaocessing sequence. (a)
Top view of array segment showing areas where the gate sarifiaterial was removed.
(b) After dielectric deposition, buried contact mask ps®irg, gate deposition and CMP.
(c) Array segment after conventional contact formatiopsterhe dashed rectangular re-
gion outlines area of a single bit cell for continuity witretprevious figure.



Chapter 3: 6T SRAM cell topologies for sub-22nm 71

frasae \\ \\ \\
NN DRSNS \\\\\

(c) M2 continuous unidirectional horizontal lines.

Figure 3.10: Top view of array segment showing M1 through Mitgrned regions. (a) Top
view showing M1 pattern of unidirectional lines running teailly. (b) Top view of V1.
Only one via per cell is required for this cell topology. (@plview of M2 lines running
horizontally. The dashed rectangular region outlines afe@asingle bit cell for continuity

with previous figures.



Chapter 3: 6T SRAM cell topologies for sub-22nm 72

Table 3.1: SRAM cell metric comparison

cell type

Metric 4 5 5e 5b

Number contacts 6 8 4 4

Number shared contacts 2 2 Qe  2h°

Cell area §?) 120 168 142 142
Lpr (M) 75 65 55 55
Number Metal levels 3 3 3 2

¢designation 'e’ refers to extended shared contact)
bdesignation b’ refers to extended shared/buried contact)
not achieve the density calculated for the type 4 layout.s Thipartially due to the fact
that the pushed rules used today are clearly optimized étygpe 4 layout topology. The
calculated cell areas based on the equations given hereudntidid 6T bit cell areas are
shown in Fig. 3.6. It is not clear if the deviation from 12®is driven purely by W and
L up-sizing or if lithography limitations are playing a langrole. This deviation from the
traditional scaled area may indicate that the type 4 lay®titting limitations in scaling
which will renew interest in alternative topologies suctpeagposed here.
A comparison of bit cell metrics which highlight the key @ifénces by cell type is
given in Table 3.1.
A comparison of bit cell metrics which highlight the key @ifences by cell type is
given in Table 3.1. The bit cell area, BL lengthy; ), and number of required metal levels

is summarized. Because the number of contacts required Iper&lso a metric of interest,
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this metric highlights an additional advantage of the typegd®logy.

The new 6T cell layout allows active silicon regions, gatel, &hd M2 to be printed
as a series of straight unidirectional lines across theyaas shown in Fig. 3.10 for a
fully wired type 5e drawn array segment, eliminating thechie complex shapes corners
and jogs. Active silicon, gate and M1 may be completed withitancask layer. Reduced
systematic mismatch in the pull down NMOS devices as a reétitte elimination of jogs
in the active silicon. An improvement of 13% or more in readess delay may be realized

due to reduction in the bit line length.

3.3 Conclusions

As layout dimensions continue to be reduced, lithograpbitserations will impose
additional constraints on the layout of future nanoscale BR#&yout. Previously identi-
fied 6T bit cell topologies offer few alternatives for furthexploration beyond 22nm. A
new 6T topology is proposed in this work which may offer imyd compatibility with
future lithography restrictions and provide some adddicadvantages over the existing
type 4 topology. Based on this analysis, an area penalty gbappately (8 — 40%) will
need to be weighed against the advantages of reduced aligsersitive geometric mis-
match, improved performance through reduced BL capacitandereduced lithographic

complexity.



Chapter 4

Coping with variability: Circuit Assist

Methods

4.1 Introduction

Large scale 6T SRAM beyond 65nm will increasingly rely on stssiethods to over-
come the functional limitations associated with scalingd tre inherent read stability/write
margin trade off. The primary focus of the circuit assist moels has been improved read
or write margin with less attention given to the the implioas for performance. In this
chapter margin sensitivity and margin/delay analysiss@oé introduced for assessing the
functional effectiveness of the bias based assist methadisizow the direct implications
on voltage sensitive yield. A margin/delay analysis of ased circuit assist methods
is presented, highlighting the assist impact on the funelionetrics, margin and perfor-
mance. A means of categorizing the assist methods is dectlmpprovide a first order

understanding of the underlying mechanisms. The analpsisssfour generations of low

74
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power technologies to show the trends and long term eftedéiss of the circuit assist tech-
niques in future low power bulk technologies.

The 6T SRAM cell design has been successfully scaled in bdthdnd SOI down
to the 32/28nm node and has remained for more than a decadertiiaant technology
development vehicle for advanced CMOS technologies. Reddeeide dimensions and
operating voltages that accompany technology scaling leal/é increased design chal-
lenges with each successive technology node. Large sc&&aM beyond 65nm will in-
creasingly rely on assist methods to overcome the fundtionigations imposed by scaling
and the inherent read stability/write margin trade off. Apeztive metric based method-
ology is developed for the evaluation of scaled CMOS teclgiefoto provide guidance
in the selection of assist methods. This chapter explorgeusassist options given the
technological constraints, functional boundary condgi@nd scaling trends that must be

addressed for successful migration beyond 32nm.

4.2 Background and Motivation

A unique feature of the 6T SRAM is an inherent balance betwtsailgy when holding
data during a read or non-column selected write access arability of the cell to be writ-
ten. This fact means that the device dimensions and thréslottge targets established
for the SRAM devices are a compromise by design. The abilitg&al and write will be
characterized in terms of margins to assess the function@idations. These margins, will
be referred to as write margin (WM), and read static noise mgRSNM) or static noise
margin (SNM), tend to decrease with scaling. When this facoissidered in context with

the growth in bit count and increased variability with eaaobcessive generation, we may
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better comprehend the true nature of the mounting concdris.wWork seeks to explore the
circuit options that may be needed to overcome the collgpsindow of functionality and
to provide a methodology for evaluation of the circuit assions.

With continued scaling, circuit assist techniques will ti@e necessary to preserve the
6T cell functional window of operation as scaling continuésvariety of SRAM func-
tional assist methods have been proposed, however theagn®no clear agreement in the
industry as to which method or combination of methods wilkege as the more optimal
solution. Moreover, different works compare the assistufiess in varied settings of tech-
nology node and technology type, but little detail is givertloe trade offs involved in the
selection process. Therefore, one goal of this chapter teet@lop an objective, metric
based methodology to provide guidance for selecting amypti assist feature for a tech-
nology platform. A second objective is to explore the impafc€MOS scaling trends on
the robustness of various assist methods.

Circuit assist techniques will become increasingly neagstapreserve the 6T cell
functional window of operation as scaling continues. A ®of SRAM functional assist
methods have been proposed and discussed, however theagmsemo clear agreement
in the industry as to which method or combination of methodkemerge as the more
optimal solution. While different works compare the assesttfires in varied settings of
technology node and technology type, often little detagiven on the trade offs involved in
the selection process. Although power and cost are claapypitant factors in determining
the optimal assist method, it is first necessary to deterrhareassist method will meet the
functional margin and delay requirements. Once the as&#tads that meet the functional

requirements are established, the power and implementatists can by weighed. The
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goal of this work is to provide an approach for assessinguhetional effectiveness of the
assist methods. A second objective is to explore the imddeMDS scaling trends on the
robustness of various assist methods. The specific cotitnitsuof this chapter include:

e A margin/delay analysis method is developed for the evaeloawf the functional
effectiveness of circuit assist methods in 6T SRAM.

e A concurrent analysis across four technology nodes to egphe potential impacts
of scaling in low power bulk CMOS technologies.

e A concise overview, and method for categorizing the 6T SRAMsa®ptions.

4.3 Assist categories

A categorization of the assist methods is introduced tobéistaa systematic means
of characterizing the range of circuit assist techniquesl uis this discussion. For a given
foundry cell design, there are three distinct circuit typesategories to address the reduced

window of functionality for the 6T SRAM:
1. Altering noise source amplitude or duration through tbeeas transistor,

2. Modification of the latch strength or voltage transferreleteristics of the latch in-

verters,
3. Avoidance or masking by design or architecture methods.

While category 3 is included for thoroughness and encompassange of approaches
including ECC masking or prohibiting the half select issuerya write operation [16],

the scope of this work will focus on the bias based methodeaseat! by type 1 and 2. A
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categorized summary of the bias based circuit assist mgtisoghown in Table 4.1. The
assist type given in Table 4.1 provides the primary mechiaregplanation for the assist
method effectiveness. While the category types are usefguiickly analyzing the various
assist techniques, they are not fundamentally exclusingirasome cases both mechanisms
influence the net assist effectiveness as will be discussetbie detail in section 4.7.

The read and write assist methods listed in Table 4.1 canranthny cases are used
in combination, and most can be implemented in either acstatdynamic mode. The
categories can be further distinguished by the voltageiteinor terminals which are ma-
nipulated. For example a change in the WL voltage would irvohodifying one voltage
level while a change in the global VDD would involve changihg voltage on 5 of the
7 available terminals associated with the 6T SRAM cell (VDBWVELL, WL, BL and
BLB). Increased global VDD is unique for several reasons anidb&@idiscussed in more
detail in section 4.6. Modification of the cell design partene such as device W,L, or
device threshold voltage by process change or by means thélyercontrol of the circuit

designer, are outside the scope of this body of work.

4.4 Review of assist methods

A brief overview of circuit assist methods published over ldst five years will support
the objectives of this chapter, but the large number of gakibns prevents an exhaustive
review here. It is sufficient for this purpose to provide a plarof the options that have
been proposed and to allow us to discuss some of the majontad)es and disadvantages

in context of the categories and terminal access optiorengivTable 4.1.
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Table 4.1: Summary of SRAM circuit assist methods with preithamt assist type

Read Assist Type Write Assist Type  Terminal(s)
Raise VDD 2 Raise VDD 1 globél
Raise VDD at cell 2 Reduce VDD at cell 2 VDDc
Reduce VSS at cell 2 Raise VSS at cell 2 VSSc
WL droop 1 WL boost 1 WL
Reduce Q on BLS 1  Increase (BL-BLB) 1 BL& or BLB

Weaken pass gate NMOS 1 Strengthen pass gate NMOS 1 array PWELL

Strengthen pull-up PMOS 2 Weaken pull-up PMOS 2 array NWELL

VDD applied to terminals VDDc, WL, NWELL, (BL and BLB for read,lBor BLB for write)
breduced voltage or capacitance on BL
“Well bias also modulates pull-down NMOS device in most batkhinologies

Vooe i § Yboost Vope........ Vooe
\ Vope _\ Vdroop
VL VL VL
VBUBLE = 7 Whoost  VBLELE, v T VBL/BLE
NS i i VEL/ELB = ==
Ve odibun. Mafaaaniaaa P S e = T e . T
Vese [V O Veso
Increased global VDD Negative Vs at cell VDD boost at cell Word line droop
Type 2 Type 2 Type 2 Type 1

Figure 4.1: Schematic timing diagram representationsdfad lassist (a) raised array global
VDD, (b) negative VSS at the cell, (c) VDD boost at the cell &AWL droop.r represents
the time for the sense amplifier to set. Text box denotes natelditerminal(s).
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Vi VRRe L 17 ;Uﬂroop VDDe [ 1 §fBoost
Wi
. Vit v 24 F Wi
VBLB . VELE ;
GE/\Q QB/Q VBLE = . veLe = e
VSSC . fd i \ VssBoost F
VBL ==== VsschBL DS VsscVBL X Vssc/VBL L
Negative BL (write 0) Raise VSS at cell Reduce VDD at cell Word line boost
Type 1 Type 2 Type 2 Type 1

Figure 4.2: Schematic representations for write assistdgative BL, (b) raised VSS at the
cell, (c) VDD droop at the cell and (d) WL boost. Text box desateodulated terminal(s).
Node voltage Q represented by dashed line in schematicgidiagram.

4.4.1 Read Assist

Those read assist methods categorized as type 1 includedsetiat reduce the noise
source amplitude or duration, which impact the storagenlaithese include the method
of write-back [70][44][46], reduced word line gate voltd@®][29][84][61][64], increased
word line (pass gate) threshold voltage through body bia§9é], and reduced bit line
charge by lowering the voltage or capacitance [44][8][R][Ihe methods categorized as
type 2, which are intended to improve the resilience of thehlaare increased array VDD
[29][18][19][95][92], decreased array VSS [84]and redotin the absolute value of the
SRAM pull up PMOS threshold voltage [62]. While some techngjsech as write-back
(or read-modify-write) are purely dynamic in nature, thtsghniques which involve alter-
ing the well (NWELL or PWELL) bias are proposed as primarilytistamplementations
due to the large RC delay or layout complexity that would belwed in making this
technique dynamic. The embodiments proposed as assi€2][A(] are essentially fixed

biases set at one point in time to provide some compensairayidbal variation.
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4.4.2 \Write Assist

A roughly equal number of publications are invested in thallehge associated with
writing the 6T SRAM. The read/write assist symmetry obserfveth table 4.1 is worth
noting, and all but one method (increased global VDD) hawertbt so surprising op-
posite effect on read stability versus ability to write. Redtions that address the chal-
lenge of writing the cell following category 1 (increased @itude or duration of the
write signal through the pass gate device) have proposeé $am of boost to the word
line gate voltage [29][18][35][19] or negative bit line vaye [84][77][64] to increase the
VGS of the pass gate device. Those publications that addrmgssving write margin by
means of reducing the latch strength include reducing ttesy aupply voltage VDDc [22]
[70][66][29][61][91][95], raising the array VSSc [8][949], or reducing the strength the

pull up PMOS by NWELL bias [62][90].

4.5 Assist Metrics

The primary objective of this work will be focused on the ftional metrics of margin
sensitivity and performance. The metrics of power and cdsberaddressed in section 4.7
in context of this primary objective. In this section we defend quantify of the margin

and performance metrics used in this analysis.
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4.5.1 Margin Sensitivity

The margin sensitivity is defined as the change in margin vagipect to the change in

applied assist bias voltage for a given technique. Thispsessed as:

d(Margin)

5 (4.1)

Sensitivity =

Margin may refer in this case to either SNM or WM. To comparettagin sensitivity
of the specific assist methods, noise margin analysis i®peed using custom predictive
technology models (PTMs)[97][12] using pre-defined sc&8BAM dimensions consistent
with the dense SRAM published values. The defined margin thatysis a useful metric
for quantitatively comparing assist method effectivendss applicable to all bias based
assist methods, provides an objective means of comparrastist methods to one another
and also across the technology nodes.

Because bias limitations of some form exist for all assisthoés, the margin sensi-
tivity provides a means of quantitatively determining thi@iaable margin improvement.
Depending on the assist method used, different limitingpiacwill constrain the terminal
bias values that can be applied. In the case of boosting ssheuth as +WL(write), neg
BL(write), +VDDc(read) or -VSSc(read), the common limitifactor is the technology
Vmax. Voltage suppression schemes such as +VSSc(writ®Dewrite) or -WL(read)
are limited by different mechanisms. For example, the bsasliwollapsing the supply volt-
age (+VSSc or -VDDc), becomes limited by data retentiorsfil unaccessed cells that
share the collapsed supply. For -WL(read), performanceddimnns can quickly limit the
allowable bias available for read stability margin gainsagied with reduced word line
voltage.

The nominal VDD is based on published industry values fomibees of interest. The
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Vdd values used were 1.2V, 1.1V, 1.1V and 1.0V for 65nm, 4582mm, and 22nm re-
spectively. As part of the methodology defined in this inigggton, particular emphasis is
placed on the specific conditions that represent the wosst eperation voltage (Vwc) for
the technology. Vwc is defined as the minimum voltage at wthehSRAM must be able
to perform both a read and write operation across the entiag aithout failure. Thus, one
must ensure that the VDDnifior a given array is at or below our predefined Vwc for each
technology node. Because Vwc is recognized as technologypplitation dependent,
0.8X the nominal VDD will be used as this value. This conditaxcounts for factors such
as voltage droop, NBTI shifts over the product lifetime, agsting equipment variability.
In addition to the shift in the mean margin value, variatiowl $he impact of the assist
methods on the margin distribution is also examined in sgeti6. This is a critical point
since the ultimate goal of the assist technique is to imptbeeyield at the Vwc or lower

the VDDmin of a particular array.

45.2 Performance

The performance for a given assist method is evaluated ugig delay for the write
assist method and the time required for bit line signal dgwalent for read assist. For
this analysis, a concern about the deltas between techmepists. This simplifies the
analysis and allows us to focus specifically on the two paréorce components of interest.
The delay can be reduced to the time required to charge thé v (), plus the

time required to develop a sufficient differential voltagetbe BL (rap;) to set the sense

!While non-foundry or in-house designs may have the flexjbiiit push the operation voltage to the
empirically defined VDDmin, foundry based design kits freqtly specify a valid model operation voltage
range. Designing outside this specified range (below Vwg) praduce invalid results.
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amplifier.
Tread = TWL + TABL (4.2)

To briefly illustrate how the assist method may impacttheg,, the read assist method
of reduced WL voltage is considered. For this examplesihgwill be reduced, while the
Tapr Will be increased.

Following a similar approach as with the read performaneduation, considering the
deltas associated with the assist methods for comparisqoges, the write performance

(Twrite) €Stimate will require three components as given in (4.3).
Twrite = TBL + Tweell T TWL (43)

The valuery,, is consistent with the previous definition, angl, is the delay (or part of the
delay that does not overlap withy ;) required to establish the BL-BLB voltage differential
for the write operation.r,..; IS the delay associated with the cell state change given the
applied BL differential and WL voltage. Simulations will beagkto quantifyr,,..; in this

study.

4.5.3 Margin/delay analysis

A margin sensitivity factor and performance factor will be@oyed to derive a final
effectiveness factor and a graphical (margin/delay) sjpaedysis will also be used [56].
To illustrate the margin/delay approach, Fig. 4.3 showshemsatic diagram depicting
the desired functional window, delineated by the margin deldy requirements of the
memory. As the VDD is reduced to Vwc, the read/write margind eorresponding per-

formance degrade. Use of assist methods generally improeegin and in most cases
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delay to some extent. Plotting the margin versus delay of momg with varying amounts

of assist bias will illuminate the most effective assist noets for a given technology and
set of functional requirements. This graphical approackiges additional insight into the
net functional impact of a given assist method and allows usddily understand potential

advantages and trade offs of a given assist approach.

Delay requirement

o

Assist

Vnom options .
Margin

requirement

e e

Vwe

(Read / Write) Margin

(Read/Write) delay

Figure 4.3: Schematic diagram of read/write margin vs ngat¥ delay and desired func-
tional window based on margin limited yield and performarezgiirements for application.

4.6 Results

Four read assist and four write assist methods were exanongivide a set of test
cases for the assist evaluation methodology. A schemgtiesentation of the specific
assist methods explored is given in Fig. 4.1 and 4.2 for reatiand write assist respec-
tively. Three of the read assist methods chosen for thisiatiah were of type 2 category

and one (WL droop) was type 1. Two of the write assist methodsemfor this evaluation
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Figure 4.4: Read static noise margin as function of (a) raésesly global VDD, (b) Nega-
tive VSS at the cell, (c) VDD boost at the cell (VDDc) and (d) Wiodp.

were from type 1, and the remaining two were type 2. The foad @ssist methods shown
are listed in Table 4.1 rows 1-4. The four write assist meshdidcussed in this work are
given in Table 4.1 rows 2-5. Those assist methods that aszenlly dynamic (influencing

the duration of the noise source) must be evaluated usingndignnoise margin methods.

These include reduced BL capacitance and read modify writerite back.

4.6.1 Simulation results - margin

To quantify the margin sensitivities in this study, statietrics will be used to emulate
the functional environment using the custom low power (LPMPbulk technologies [12].
For read assist, SNM based on the butterfly curve analysised [¥4]. For write assist,
the ramped WL based metric will be employed [25], defined ag\tNéLmax - VWLIlip)
to assess the margin due to its improved correlation to dicvamite margin [85]. A yield
analysis will be used to establish a quantitative relatgméor the required margins.

Fig. 4.4(a-d) plots the SNM as a function of the assist biasttie four read assist
techniques defined in Fig. 4.1(a-d). The four technologyesaate represented in each of
the four plots. Fig. 4.4(c) for example shows the change iMSWth increased array VDD

(VDDc) as described schematically in Fig. 4.1(c). Therenggative slope for methods (b)
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Figure 4.5: Write margin as function of (a) negative BL, (b}eal VSS at the cell (VSSc),
(c) VDD droop at the cell (VDDc) and (d) WL boost.

and (d) corresponding with the fact that these methodsetdi reduction in the terminal
voltage. While all four methods produced some degree of ingment in the SNM, and

the response or sensitivity is similar across the techryohmgles, the sensitivity was most
significant for VDDc, Fig. 4.1(c) and Fig. 4.4(c). The inltisltage is either OV or varies

consistently with the Vwec for each technology.

The simulation results for the write assist methods are showig. 4.5 (a-d) corre-
sponding with the conditions defined in Fig. 4.2 (a-d). Ferwhite assist methods in this
analysis, the VSSc response, Fig. 4.5(b), was the leastrlaed showed the least sen-
sitivity. Although there is some degree of non-linearitytie response characteristics of
write margin and static noise margin, most exhibit a suffictegree of linearity across the
300mV range to allow us to characterize the responses uding} arder linear model to
allow a high level comparison. SNM sensitivities shown ig.H.4 (a-d) are summarized
for each of the technology nodes in Fig. 4.6(a). As a meanwmpfaving the SNM, raised
cell voltage (VDDoc) is the method that emerges as exhibifreggreatest sensitivity across
the LP technology nodes. The trends also suggest that theagrie increase in sensitivity

as scaling continues.

Following a similar approach, the functional sensitistieere also characterized across
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the technology nodes for write margin sensitivity, Fig. (8)6 In this case, three of the
methods exhibit similar sensitivities to the applied bidaised array VSS (VSSc) showed
less degree of linearity and had a weaker response. Theeumigd completely linear
response of the WL boost was due to the fact that the write mamgitric used in this
investigation was defined as the difference between the fioadl line voltage and the

voltage of the word line required to write the cell.

4.6.2 Simulation results - performance

The relationship between read current and read SNM is ofcpdat concern with
scaled technologies as the read currents are generallgad#eg with successive gener-
ation. The read assist methods have an important and samtifimpact on the cell read
current. The influence of the read assist methods on the rgaeht for the 45nm node is
shown in Fig. 4.7(a) with the initial value representing ssiat technique at the low volt-
age corner (Vwc). Fig. 4.7(b) further plots the spread ofirearrent vs SNM at 300mV
assist bias. Although only the 45nm technology data is shdwenother three technology
nodes responded in a similar way. Increased array volta@®¢) has only a small posi-
tive impact on the read current, while reduced word lineagyt significantly degraded the
read current. Decreasing the VSSc terminal below GND reguit the strongest improve-
ment in read current, exceeding that of conventional VDDPdase. This results from both
increased VGS and reduced threshold voltage in the SRAM gktllipwn (PD) NMOS de-
vice due to the body effect. The read performance impacteoféhd assist techniques can
be estimated for each technique with (2). Based on the sirefdganship provided in (3),

the performance limitations associated with the WL droopauaokly become prohibitive.
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Figure 4.6: The margin sensitivities across LP technokfgiethe four read assist methods
(a) and four write assist methods (b) investigated.

The delay impact associated with the cell write timg.{; ) is shown in Fig. 4.8(a-d)
for the four write assist methods evaluated. While all fouthmds improved the write time,

WL boost and negative BL voltage bias schemes showed a mornéaghimprovement
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Figure 4.7: The impact of read assist bias conditions on itheeli read current (a) and
SNM versus Iread for Vwc and 300mV of assist bias(b). Datavshis for the 45nm
technology node.

in delay. Increasing the cell VSS and reducing the cell aya¥DD had less impact. The

delay response for cell write time was similar with scalitth@ugh the 22nm node showed
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Figure 4.8: Effect of write assist techniques on cell congrarof write time (a) negative
BL voltage, (b) raised cell Vss, (c) reduced VDD as the cell @)doosted WL voltage.

a stronger initial response to the applied bias conditiéias.the negative BL and boosted
WL cases, the 22nm delay response is most dramatically ird&eehy the 0.3V applied

assist bias.

4.6.3 Impact of assist methods on variation

Until now, only the impact of the voltage deviations of theiasmethods on the mean
values of SNM and WM at a given bias condition have been digtlidsowever, to deter-
mine the functional yield expectation for a given array siz¢he worst case voltage, the
local and global variation must be taken into account. Withtbe variation component,
the required margin improvement will be unknown. For the ls@led SRAM devices,
the local variation associated with random dopant fluctuati RDF) dominates the vari-
ation sources. Although technology improvements offergdigh-« and metal gate, may
provide significant improvement due to the higher gate ctgrae, continued scaling will
quickly consume these gains.

To address the impact of the assist methods on the variatimoth SNM and WM
Monte Carlo simulations were run for each method exploretiimahapter. Fig. 4.9 plots

the sigma for the WM distribution (a) and SNM (b) as a functidthe assist voltage bias
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for the 45nm node. A minimum of 200 Monte Carlo runs were pentt for each bias
condition. Several observations emerge from this analf&ist, the assist method and bias
both impact the standard deviation of the distribution. sTisiaccounted for in assessing
the overall contribution of the assist method which is désad in the next section.

An additional source of variation in assist response carabead by voltage variations
on the assist modulated terminal(s). This variation wilbsgly depend on the specific
design and assist implementation scheme used. The sépsitietric, discussed in sec-
tion 4.5.1, provides a means of assessing the overall ingfaittis variation source by

relating changes in terminal voltage to margin.

4.6.4 Yield Quantification

To identify the functional window requirement as depicted-ig. 4.3, it is necessary
to be able to convert the simulated margin information intdy Soft fails are voltage,
temperature, and timing dependent fails resulting from @inghe following four modes:
(1) failure to write, (2) failure to read (insufficient sigrdeveloped on the BL to set the
sense amp), (3) stability upset, and (4) data retentionsd Feur failure modes are not at-
tributable to defects but are instead associated with alalisibn tail stemming from vari-
ation sources. Although read fails and data retention éagsnot addressed directly, assist
method choices can clearly impact these mechanisms. The amthods are directed at
mechanisms 1 and 3. To address the write and stability celaedds quantitatively, the
following approach will be used.

SNMO/WMO denote the read/write margin for daéh and SNM1/WM1 denote the

margin for datdl’. The definition of SNM/WM would be the minimum value f& and
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. An important observation is that the distribution of SNMGINM1 can be represented
by a standard normal distribution under normally distoliparameter variation. This
same observation is true for WMO or WM1. For the cases examitieddistributions
remain normally distributed with assist bias, though themand the standard deviation
may change. An additional set of Monte Carlo simulationsqQ @ 10,000 cases) were run
on selected assist bias conditions for distribution veatfen purposes. Fig. 4.10 shows the
results of 10,000 cases for WMO at Vwc (a) and with 300mV negddiL bias (b) for the
45nm LP technology. The linearity of the quantile plots coné that the WM distribution
remains normal even with the assist feature engaged. Theefqurobability (P f) for the

right or left node (probability of SNMO0;0 or SNM1;0 for exalepis given as:

Pf= %er c (%) (4.4)
wheren, is defined as the number of random variable standard dewgafrom the mean
based on the standard normal distribution. For large amaysrelatively few fails, the
Poisson distribution will be used to estimate the soft faiited yield. (\), defined as the
number of bits V) times the fail probability P f), can then be computed including both
states of the latch:

A=N-(Pfo)+ Pfu) (4.5)

With the assumption that the RDF induced variations are nandod non-clustered, the

soft fail yield (without redundancy) for a given mechanisamte expressed as:
Yield = exp(—\) (4.6)

To obtain a 10M-b SRAM with a SNM-limited yield of 99 would require aj, value

of 6.1%. In other words, to achieve this yield target, SNMOwc mustarger than the
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minimum noise margin threshold (in this case 0) for 99 of 10Mb arrays. The limited
yield for WM is computed with this same approach, to obtain & 9M-limited yield,

which would result in an over all soft fail limited yield of 98considering both WM and
SNM. For our 45nm LP technology, Fig. 4.11 shows that thishieved with 180 mV for
either word line boost or negative BL bias (a) and 100mV a&sist for the most effective

read assist technique (VDDc boost) (b).
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Figure 4.11: The 6.12 worst case (wc) write margin (a) and SNM (b) as a function of
assist bias for the 45nm LP technology.

4.7 Discussion

The elements of both margin and delay referenced to Vwc heee butlined. A means
of transforming the write and read margins into a soft fanited yield value has been
provided. This approach has been applied and demonstraiegl the LP PTM platform

of bulk technologies from 65nm to 22nm.
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4.7.1 Assessing Functional Effectiveness

The functional read/write margin sensitivity was evaldateer a 300mV window to
minimize non-linearity in the response and to ensure the éeaditions would not exceed
the technology reliability limits. Because our referencevy condition was more than
200mV below nominal VDD in all cases, the reliability reqnment was preserved. Even
for the 22nm node where the Vwc was taken to be 0.8V, the maagewould be only 1%
greater than nominal VDD, which is consistent with commat®logy specifications.

The sensitivity response for the assist methods studiefties mfluenced by more than
one mechanism and can be understood when the device phiesiedkan into account. For
example, the superior result associated with raised amégge (VDDc) for read assist
can be attributed to the fact that several mechanisms irduthre result. The body effect
causes the cell PFET to become stronger because of the rtextiM&B for the PFET and

the VGS is increased for the devices in the latch which are on.

4.7.2 Margin/delay space method

An example of the margin/delay plot introduced earlier isveh in Fig. 4.12 (a) show-
ing the write margin versus write delay for each of the fowsistanethods evaluated. The
different assist methods portray varying trajectoriehigrnargin/delay space, and the type
1 methods are shown to increase margin while decreasing oelat effectively. Fig. 4.12
(b) shows the assist trajectories in margin/delay spadbéread assist methods evaluated.
A combined VDDc and VSSc assist method is shown in Fig. 4.)&vbch demonstrates
how the assist techniques can be combined as required toipptboth delay and margin.

This figure also points out that some assist methods, such adrddp, may improve the



Chapter 4: Coping with variability: Circuit Assist Methods 98

550 w w
-©-45nm +WL
500} =~ 45nm +VSSc |
45nm -VDDc
450} —-45nm neg BL ||

N

o

o
T

Write Margin (mV)
w
a1
=

3001 i
250F i
200F i
150 : ‘ L ‘
20 30 40 50 60 70 80
Write delay (ps)
(a) Write margin vs write delay
350 ,
-~45nm VDD 25C
-8-45nm VDDc 25C
300} 45nm VWL 25C |
-A-45nm VSSc 25C
Q -&-45nm VDDc&VSSc 25C
S 250 |
E
=
(% 200 Typel A
150 |
100 ] L
0 0.5 1 1.5

Read Delay (ns)

(b) Read margin vs read delay

Figure 4.12: Margin vs delay plots showing write (a) and ré@@dor the 45nm LP tech-
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Chapter 4: Coping with variability: Circuit Assist Methods 99

Table 4.2: Practical considerations for viable assist doatlons

Read Assist Write Assist cell low yield
Method Method compatible complexity
Raise VDD Raise VDD yes yes
-VSSc +WL yes no
-VSSc -BL yes yes
+VDDc +WL yes' no
+VDDc -BL yes' yes

2VDDc boost required for all columns on asserted WL

margin while simultaneously degrading the performanceandJthis analysis approach, the
methods categorized as type 2 were more effective for resistas

The effect of variation was examined in some detail, and & feand that both assist
method and bias had a non-negligible impact on the resutifjand SNM distributions.
For those cases where the assist method influenced thebdigin, it was necessary to
account for this in determining the effectiveness of a gisesthod on the yield. While
the SNM and WM distributions are intrinsically non-Gausdianreasons previously dis-
cussed, relying on the distributions which are normallyrdiated, the distribution tail can
be computed. By this method, a required assist bias for a gitray size and soft fail yield

requirement for both WM and SNM can be established.
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4.7.3 Practical considerations

To assess the complexity of implementation for specificsassethods, yield impli-
cations associated with the specific assist method shoutth&dered. For example, of
the four write assist methods investigated, three (WL or VB&ast, and VDDc droop)
require a higher, yield related complexity. This is becaideboost increases the potential
for stability upset in the cells along the asserted word bnethe non-selected columns,
and reduced voltage at the cell by VSSc boost or VDDc drogpdiuices data retention
concerns. The trade off in the stability (SNM) impact of theffselected bits during a
write assist is shown in Fig. 4.13 for both negative BL and WL diagssists for 45nm.
Although the negative BL method partially avoids these yigldlications, the added level

shift circuit complexity of generating the negative vokagust be considered.
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Figure 4.13: Impact of write assist on stability of the heddected bits on the asserted word
line shown for 45nm LP. As word-line-boost or negativedbie assist increases the write
margin, the SNM is reduced for those bits on the word line ettled to a dummy read
condition.
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To address cell layout compatibility with a given assist moef, it is noted that the
6T cell is typically provided by the foundry and thereforenstrains the memory array
designer to seek assist methods that best comply with tlem dayout. For example, the
predominant industry 6T cell design style makes use of a VD®dn metal level 2 (M2)
level running parallel with the M2 bit lines. Although thiaylout style has advantages
for density and performance reasons, the implementatidacaily raising VDDc along
the word line requires that all columns on the selected WL lwestanl. Although pulsing
the VSSc may be more consistent with this style cell laycw ¢(hetal 3 (M3) VSSc bus
which runs parallel with the M3 word local line), this techue exhibited less margin
sensitivity. It should also be pointed out that assist cdrbpidy with dual port SRAM
is of emerging importance, and some methods such as droop&xa Yor write assist are
fundamentally incompatible. For those applications reqgiboth 1 and 2 port SRAM, the
cost effectiveness for an approach such as the negative Blbewyme more compelling.

For those methods deemed most effective based on funcsenaitivity and perfor-
mance, the cell compatibility and yield complexity are ddesed together. Along with
raised global VDD, four additional combinations of assigthods would need to be con-
sidered. Considering the predominant industry cell laybdesthe comparison may then
be summarized in Table 4.2. For the LP bulk technologiesidensd in this study, both
read and write assist would be required to achieve high joeldrge SRAM arrays beyond
65nm. Combining both the functional effectiveness requaeiwith the requirement that
the cell layout must be compatible with the predominantlgcdumdustry bit cell, results
in five pairs of options. By introducing the additional coastt that the yield complexity

be low, the viable assist combinations reduce to three. Horahselection between the
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remaining combinations of assist methods, absolute margirperformance deltas should
be considered along with factors such as power and areaaadri#\n assessment of area
overhead is dependent on the specific implementation sclaaché¢herefore beyond the
scope of this chapter, however, an area overhead of lesgi#amould be expected for a

competitive implementation [70] [66] [29] [64] [18].

4.7.4 Power

Power is a critical criteria for the ultimate selection ofessist method, however, power
is dependent on both the assist method and implementatiemee This is demonstrated
by examining the essential components of SRAM array powerh Bedd and write op-
erations are first described without assist and then for eifspeead assist operation to
illustrate this point.

The dominant components of power for a single read operatidhout a circuit bias

assist is given by:

Preaa = Pwr + PaprL (4.7)

where the components of read power are consistent with thaspation (4.2). Théy 1,
describes the power associated with the WL pulsefaqgl, refers to the power associated
with the change in voltage on the BL's along the asserted WLs Té@d power may be

expressed more fully as:

Pread = f(Npr.CwicVi + NwirCpreAVarVaa) (4.8)
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where f is the frequency('sz;. andCyy . are the bit line and word line capacitance per
cell, Ny, and N, are the total number of word lines and bit lines in the arraycklof
interest. The voltage differential required to set the semaplifier is AVz;). The primary

considerations for write power may be expressed as:

Poyrite = Ppr—o + Peen + Pwr + PaBrL (4.9

where the first three components of write power are congistiém those given in equation
(4.3). Although not a contributor to write delaya g, is a non-negligible component of the
write power. TheP, 5, term accounts for the power associated with the voltagegghan

the BL's along the asserted WL for the half-selected cells,these subjected to a dummy
read operation. Th€g;_,, is the power associated with the BL discharge to ground for the
write operation P..; is the power associated with writing the column selectels$ cal the
word line, andPy, ;, describes the power due to the write WL pulse. The write powar m

be expressed more fully as:

Pwrite = f(NSBLNWLCBLcV:fd + NSBLCcell‘/de
(4.10)

+NwrNeCwreViy + (Npr — Nspr)AVierVaa)

with Ngp;, used to refer to the number of bit lines that are selectechfomntrite operation.
A first order assessment in the change in power associatbdavgiven assist method
can be derived from these equations. For example, the chiapgever associated with the

WL droop read assist can be expressed as:

APreas = fF(NBLOWwre(Vawr — 2VawrVaa)) + Passist (4.11)
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where Va1, is the voltage reduction on the WIE,,.;.; is the power expended by the
specific assist scheme chosen. The power associated witvimghthe dynamic voltage
reduction in the WL £,.;.:), would also need to be included in the analysis. For example
the use of a replica or set of replica pass gate devices [G6¢hwower the WL voltage but
also provide a DC path to ground during the WL pulse, would titais a non-negligible
P,ssis When assessing the overall power impact. A similar analyaisbe used for each
assist method and implementation scheme. It is also clear this analysis that the power
will be dependent on specific array configuration factorg,, &gz, Ny, and Nggy. In
addition to the specific assist implementation scheme aag aonfiguration, the cell and
array layout configuration is also an important factor. Bareple, it would follow from
this analysis method that the power impact of dynamicallydubating the array supply
bus for VDDc assist, with the conventional 6T layout and thayalayout configuration
discussed in section 6.3, may easily be large compared & dyfmamic schemes.

A first principles analysis of relevant power componentdfath read and write without
assist bias schemes was shown. Using this analysis it issh®en that determining the
power for a given assist method requires specific detailb®fassist scheme and layout
configuration. Because of the significant differences in masgnsitivity and performance
across the assist methods, it is recommended that ass#ssiimgplementation costs and
power be evaluated after determining the methods whichrarers to satisfy the product

functional requirements.
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4.8 Conclusions

As competitive forces and industry scaling continue to ertte 6T SRAM functional
margins, the use of assist methods will increase. A reviehcategorization approach for
examining potential bias based assist methods is provie@mdhe assist methods evaluated
in this study using the LP bulk CMOS technologies, those naglategorized as predom-
inantly type 1 are more effective for write assist and thedpminantly type 2 category
of assist methods are more effective for read assist. Thstassthods exhibited some
degree of consistency across the platform of LP technadogfiedied. This suggests that
the design infrastructure and assist method implementatst can be reduced with reuse
across multiple generations. The margin/delay analyssdeaonstrated as an objective
means of evaluating the influence on the functional metycthb assist methods. Based
on a margin/delay analysis and practical consideratitvesirtore viable assist methods for
future investment were identified, however, for a final sid@cadditional factors such as

implementation cost and power will need to be included inathalysis.



Chapter 5

Limits of Bias Based Circuit Assist

Methods in Nanoscale SRAM

5.1 Introduction

Reduced device dimensions and operating voltages that @ecgnmechnology scal-
ing have led to increased design challenges with each ssicedschnology node. Large
scale 6T SRAM arrays beyond 65nm will increasingly rely orisaissethods to overcome
the functional limitations imposed by increased variatimduced overdrive and the in-
herent read stability/write margin trade off. Factors sastreliability, leakage and data
retention establish the boundary conditions for the mariwoltage bias permitted for a
given circuit assist approach. These constraints set agrlipgt on the potential yield im-
provement that can be obtained for a given assist methodraitdie minimum operation
voltage (Vmin). By application of this set of constraintsisitshown that the read assist

limit contour (ALC) in the margin/delay space can providdaghs into the ultimate limits

106
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for the nanoscale CMOS 6T SRAM.

5.2 Background and Motivation

Increased device variability and reduced overdrive assediwith lower operating volt-
ages have reduced the functional yield margins in VLSI d¢iscr his is particularly true for
the 6T SRAM, which continues to play a dominant role in futiehinology generations
because of its combination of density, performance, andcpedifmlity with logic process-
ing. Because of the commercial success of the 6T SRAM, metlwodddress the failure
mechanisms of large memory arrays will extend the life of@e&SRAM in VLSI circuits.
Fail types for SRAM arrays may be divided into two distincteggiries:“hard fails”, i.e.,
those attributable to defects, and “soft fails”. Soft faiksfined in this context are those
voltage, temperature and timing dependent fails resuftigp one of the following four
modes: (1) failure to write, (2) failure to read (insufficiesngnal developed on the BL), (3)
stability upset during a read or half-select condition, éf)ddata retention failure. These
four failure modes each first occur at the distribution teehsming from global and local
variation sources.

The use of bias based circuit assist methods has becomeasiugéy common, pri-
marily to address soft fail modes 1 and 3 and to preserve theeTunctionality as the
variation continues to increase and both read and write imadgcrease with scaling. Al-
though numerous recent articles have discussed bias bssistifar SRAM as reviewed in
chapter 4, limitations exist for all of these techniquesisTimit may be reliability, per-
formance, leakage, energy, or other factors which ultitpdteund the extent to which the

assist method compensates for the reduced functional ngargi
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The objective of this chapter is to explore the boundaridsiad based assist methods
to understand the impact on the minimum operation voltageify and the effectiveness
of the assist methods for future generations of 6T SRAM. Basethe relationship be-
tween performance and functional margin with the applied lsonstraints, the assist limit
contour (ALC) for read assist is defined across four technotmmerations. For write as-
sist methods, besides the constraint from reliability,rébeed stability of half-selected cells
limits the permissible assist bias.

By application of the constraint limitations the maximumisissiargin values permis-
sible can then be mapped. The maximum permissible asssbhsed on the reliability
constraints are defined for each technology. The religbifitit may be due to several fac-
tors such as time dependent dielectric breakdown, hoetaNBTI or a combination of the
known mechanisms with sufficient voltage acceleration. Maimum assist bias offset
|Vassist| that may be applied for any given assist method based on liabiligy (Vmax)

constraint is expressed as:

H/assist‘ = (Vmaz - Vnom) + Vdroop (51)

Vnom and Vmax refer to the nominal and maximum operationagatas specified by
the technology developers (Vnom values provided in Taldeof €hapter 1 for this work).
Vdroop refers to the difference between Vnom and the inatedus operation voltage. To
illustrate this concept briefly, for a technology in whicletinom/Vmax is 1.2V/1.32V
respectively, if the array VDD is drooped from 1.2V to 1V, theximum assist bias is
0.32V. Any bias exceeding 0.32V would exceed Vmax for thadistor, violating the re-

liability constraint. For the same reason, a maximum negatssist bias of 0.32V may be
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Table 5.1: Summary of constraints for bias based assists

Assist Method Bias Constraint

WL voltage|  Vmax

Read Pass Gate VI Vmax

Assist BL voltage | Vmax and Write O
Array VDD 7 Vmax
negative VSS Vmax, Viwd

PMOS|Vt| |  Vmax

WL voltageT  Vmax, RSNM (1/2 select)
Write negative BL| Vmax, Viwd
Assist array VDD | Vmax, DR (with shared VDDc)
array VSS| Vmax, DR (with shared VSSc)

PMOS|Vt| [T Vmax, RSNM (1/2 select)

applied provided all VDD supply terminals associated whth array are maintained at 1V.
Additional constraints may apply, but this single constrairovides a defined boundary
that will be discussed further in section 5.3 of this chapter

In addition to the technology defined Vmax constraint, otesist bias constraints for
read assist bias include; forward bias diode turn-on (Vfwtgen VSSc is intentionally
driven below ground, and cell upset by writing a zero wherhtat lines are drooped
sufficiently low (Write 0). For write assist, the constraiat® again reliability (Vmax)
as well as data retention (DR) for non-accessed cells shdreqtentionally modulated
common supply, forward biased diode turn-on (Vfwd) when 'thete zero’ bit line is

driven below ground, and cell stability for the half-setxttells on the asserted word line.
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The primary bias constraints are summarized in Table 5.thobias based assist methods
evaluated in this chapter. Vmax is a valid constraint foicalles. This is less obvious for
the two write assist options that involve collapsed supplpss the latch. Vmax remains a
constraint for the maximum write margin because it stillitstthe maximum WL voltage.
For the purposes of this work, Vmax will be definedl@$; above the nominal operation
voltage. Because Vmax is a limiting factor in all bias basesisasnethods, this fact may
be exploited to explore the limits of the assist methods sscitbe scaled technologies.
This approach allows us to effectively define the upper epeabf assist bias conditions
permissible for a given technology. By mapping the assishous across the margin/delay
space, the functional window may then be used to illuminagegractical voltage bias

boundaries.

5.3 Results

To examine the maximum soft fail limited yield boundarieattban be achieved for
a given assist method, the relationship with VDD is first diéscl and then applied to
the assist bias using the Vmax constraint. The read staise moargin as a function of
VDD is shown in Fig. 5.1 for the 45nm LP PTM technology. Theethicases shown are
with array VDD (VDDc) boost, array VSS (VSSc) reduced, anthwio assist. It is clear
from Fig. 5.1(a) that the use of the maximum assist bias,istarg with relationship (5.1),
can significantly improve the otherwise reduced staticeomargin when the word line
is asserted. The SNM improves beyond the nominal value wieWDDc assist method
is invoked because the noise source is being reduced with ¥4dDction, and the latch

strength is increasing with the boosted VDDc.
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Figure 5.1: Change in RSNM with reduced VDD (a) and effect of V@bread delay (b)
with the maximum allowable assist bias at each VDD. Datadbased5nm LP PTM.
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Competing mechanisms produce a different result with neg&tESc. In this case, al-
though the net latch strength is improved over the non{assé®, the noise source through
the pass gate NFET is becoming stronger due to the body gffedticing a reduction in
pass gate VT on the side of the cell storing a zero. Additigntde VT is reduced for the
pull down NMOS device with drain storing a one. This resuitam earlier turn of this pull
down NMOS and further reduces the SNM. The read delay forelilésamproved due the
body effect which strengthens both the pull down and pass ggries devices on the side
of the latch storing a zero.

While the cell stability compensation is larger for VDDc assthe improvement in
performance (read delay) may not be sufficient dependingherfunctional window as
discussed earlier. Boosting the VDD at the cell (VDDc) has alsimpact on the read
delay, consequently the read delay continues to degrad®Bsid/reduced. The alternate
read assist method (VSSc) shown in Fig. 5.1 improves SNM toesdegree but more
significantly improves the read performance. This is beedhs body effect associated
with reduced VSSc causes both the pull down and pass gate N&&de VT to be reduced,
boosting the read current.

The margin/delay relationship is applied for the assistho@$ with maximum assist
bias. The effect of maximum assist bias on both SNM and dedagd on the modulation
of single and multiple terminals is shown in Fig. 5.2 for tHenth LP-PTM technology.
Each of the read assist bias conditions given in Table 5.émxbose involving well bias
VT modulation were employed.

The margin/delay analysis reveals the limits of the biastasssist methods across

the relevant design space. This boundary further definest®wg as shown by the solid
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continuous line (demonstrated using VDDc and VSSc asastfbilowing the Vmax con-
straint). The boundary referred to as the assist limit aan{@LC). It establishes the
effective limit in SNM and corresponding relationship t@deperformance for a given
technology and bit cell. This boundary or ALC mapped by th&saisnethods therefore
provides a means of assessing the functional limits of thERAM.

For the cases studied, the read ALC as defined by the latctysuglfages were found
to provide a reasonable approximation of the full multirteral Vmax read assist con-
tour. Because drooping the WL provides a degree of freedomighait limited by the
Vmax constraint, those combinations of negative VSSc castbwith WL voltage reduc-
tion where found to produce a slightly improved margin/gakesponse for the LP-PTM

technologies.

450
4001 . -
350 A
S
£ 300 A
= = 45nm VDDc/VSSc ALC
& 250¢ O 45nm -VSSc
4 A 45nm +VDDc
200f v VvV 45nm —(WL+VSSc)
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150! $ 45nmVmax WL droop |
% 45nm -100VSSc WL droop
45nm -200VSSc WL droop
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0 0.5 15 2

1
Read Delay (ns)

Figure 5.2: Multiple read assist options involving bothgéenand multiple terminals with
Vmax constraint preserved.

Because the primary goal of this work is to identify and dedieethe bias based assist
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Figure 5.3: Write margin decreases as VDD is reduced whensistasused. With assist
at Vmax, the write margin is increased with reduced VDD.

limitations of the scaled 6T SRAM cell, the delay requiredéveloping the bias conditions
is not included in this analysis. A complete SRAM macro designuld need to include
the overhead delay associated with the specific implementahd circuit choice.

For write assist, the margin/delay analysis leads to aréifferesult. In this case, there
is no inherent trade off between write margin and write delde relationship is shown in
Fig. 5.3 for two assist methods (negative BL and boosted WLyvstgimproved margin
and delay as array VDD is drooped. For boosted WL assist, ttay &DD, high bit
line and NWELL voltages are reduced, while the WL line is boddte Vmax limited
by the reliability constraint between the WL voltage and thw (write zero) bit line at
0. For the negative BL case, as the VDD is reduced on the woed liigh bit line, and
array VDD, while the low bit line is drooped by the same amawnpreserve the Vmax

constraint. With the word line boosted to Vmax, the write giarcontinues to increase
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with corresponding VDD reduction. Similarly, with the (W&izero) bit line driven below
ground by a value equivalent to the VDD reduction (presen¥ire Vmax constraint), the
write margin continues to increase. In addition to Vmax, itieximum write assist bias
may become limited by other constraints, such as the reagimfar the half-selected bits,
shown in Table 5.1.

For the WL-boost write assist, Fig. 5.4(a) shows that as theyaupply voltage is
reduced, boosting the WL while preserving Vmax reduces takilgy (RSNM) of the
half-select bits on the same WL. Therefore, the limiter f& YL boost quickly becomes
the reduced SNM on the half-selected bits. For the negativasiist, the BL bias does not
directly impact the half-select bits. However, becauseatiheunt of bias between the BL
voltage and the global VDD is limited to Vmax, a larger negatias on the BL implies a
lower global VDD. Thus the RSNM of the half-selected bits aangently decreases, per-
mitting a larger negative BL bias, as shown in Fig. 5.4(b). Byparison, the degradation
in RSNM for the half-selected bits using the negative BL asBist 5.4(b), results in less
degradation for the half-selected RSNM. This is an advaraétiee negative BL assist over
the WL boost. However, as the array supply droops, the negBiivbias can eventually
become limited by leakage to the substrate as the forwaidi@le begins turning on.
To overcome the problematic stability concern for the Isaliected bits during a write, a
read assist such as VDDc boost may be applied to the nontsglezlumns. Alternatively,
the array architecture can be designed so that the halftsslavoided and all bits on the

asserted WL are latched during a write operation.
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Figure 5.4: (a) The impact of WL boost on the WM of the selected &nd the stability
(RSNM) of the half-selected bits. (b) The impact of negativedslthe WM of the selected
bits and the stability (RSNM) of the half-selected bits.
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5.4 Discussion

The characteristic features of the margin/delay plot f@adrassist were examined.
Fig. 5.5(a) reveals that the read assist limit contour (AL§)naptotically approaches the
hold SNM (HSNM) limit with increased delay. A simple modelused to describe the ob-
served contour shape. With some simplification, as defindgppendix C, the read delay

can be approximated by the following relationship:

QCBL : Lpg(SVBL(\IjnrYx — \I/n’}/n — thgﬁ’}/x + Vddcﬁ%)
WpgWnBknv.(Ving — Vdde) - (2Vitng — 2Vwl 4+ ¥,,)
(5.2)

Tread(V WL, Vdde, Ving) =

Where V,, represents the velocity saturation valug,is the body coefficienty, is
a linear approximation factor of the body effect as Vsb iases. Vin, is the NMOS
threshold voltage with Vsb=0 and is the PD NMOS W/L divided by PG NMOS W/L
value. The RSNM can be described as linear relationship wdth lsing the empirically
derived sensitivity value obtained in chapter 3. The rasgiinalytical solution is given in
Fig 5.5(b).

This general relationship may be anticipated as the latemgth is increased relative
to the noise source, the SNM upper limit will approach the WBhith VDD=Vmax. For
the case where the NWELL potential is tied to the array VDD (\dp@he upper limit will
be equal to the hold SNM. This can be more clearly seen frorhutterfly curves. Fig. 5.6
plots the butterfly curves when the VDDc assist method is usttincreased assist bias.
The characteristic shape evolves with increased assist iI@oming more similar to the
hold SNM shape. Because the performance implications oéusicty this limit are in most

cases not practical, the more relevant portion of the ALCcr®ss the intersection of the
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Figure 5.5: (a) The VDDc/VSSc defined read assist limit con{dLC) as defined by the
margin/delay space for 45nm LP PTM 6T SRAM. (b) Analytical Abht©del derived using
SNM sensitivity with read delay, as calculated by (5.2).
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functional window as shown schematically as a shaded regibig. 5.5(a).

For a given set of technology bias constraints, a contoerdiefining the upper most
noise margin at a given read delay for the technology may beetk Fig. 5.7 plots the
read ALC mapped across margin/delay space for the LP-PThhtdogies from 65nm to
22nm node. Note that for each technology node, the ALC etéhibisimilar shape. By
applying the specific functional window as determined byuke conditions, array size,
and yield requirements, one may follow this approach tossstiee viability of the bias
based assist methods based on the overlap of the ALC anddoalctvindow.

For designs requiring both read and write assist, the yiedihg condition, if not oth-
erwise addressed, may then be the stability upset haléteel®its during a write operation.

As shown in Fig. 5.4(a) and
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Figure 5.6: Simulated butterfly curves for nominal, Vmax &amd VDDc assist cases from
a 45nm LP commercial technology.
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Figure 5.7: Simulated butterfly curves for nominal, Vmax &md VDDc assist cases from
a 45nm LP commercial technology.

5.5 Conclusions

Continued scaling of the planar 6T SRAM will necessitate iasegl reliance on assist
methods to overcome reduced functional yield margins. Bexadded assist features will
incur costs in design complexity, area, and in most casegpdhese factors must be bal-
anced against the potential improvement in soft fail limhiggeld margin and performance.
For bias based assist methods, bias constraints ultimiatgtythe margin improvements
that can be obtained. The applied voltage bias associatbdavgiven assist method must
conform to the existing technology bias constraints.

For write assist, in addition to the Vmax constraint, othembined factors also limit
the attainable margins. For read assist, by imposing theXMioastraint a contour is ob-
served in the margin delay space that reflects the releviamaible limits of a given assist

method. The intersection of the ALC with the functional wimdrequirement provides
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a means to establish bias based assist limitations for & gaehnology and bit cell. By
accounting for these factors, the Vmax constrained read isLi@apped across four tech-
nology generations to gain additional insight into the ekte which assist methods may
continue to compensate for the reduced functional margitts @@ntinued scaling of the

planar 6T SRAM.



Chapter 6

Summary and Conclusion

6.1 Summary of contributions

As scaling continues and both voltage and device dimensiomseduced, the func-
tional window for SRAM is reduced, and the future of the 6T la@tl ¢s less certain. In
this dissertation, we address both sources of SRAM devicatiar and circuit methods of
coping with variation as the technology interactions witlewit optimization are explored.

The specific contributions of this work include:

Random and non-random mismatch considerations in the bit dédesign environment

Several technology offerings have been proposed in thatitee to address or offset the
increased variation associated with random dopant fluonst These include high-gate
dielectric materials and metal gate, ultra thin (UT) oryullepleted (FD) SOI technolo-
gies and non-planar solutions such as FINFET, MUGFET ancgnd gate technology
solutions.

Circuits to enable statistical analysis and evaluation ef4h, for a metal gate FDSOI

122
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technology were implemented and the hardware was analyredttact anAyt value
for the PMOS devices of 224V -um to examine a leading technology solution for the
random component of device variation. This result furthgaperts the advantages of these
emerging technology solutions as an enabling path to figcaked CMOS.

A detailed examination of device variation sources in the S8Rzell environment is
presented. A description of how dopant fluctuations in neal@sSRAM devices may be
attributed to both random and non-random components. Thaters which play a role
in the susceptibility to sources of non-random dopant tianaare; 1) SRAM cell layout
topology, 2) process scaling practices, and 3) pushedmlesigs used in dense SRAM bit
cell designs.

Four specific sources of non-random dopant driven thresmiddhatch that can arise
in the SRAM device environment are; (1) implanted ion stragglSiO,, (2) polysili-
con inter-diffusion driven counter-doping, (3) laterahistraggle from the photo-resist and
(4) photo-resist implant shadowing. This work is believedé the first to highlight and

address these mechanisms in the context of the aggressoadllniesign environment.

A new 6T planar bit cell topology for sub 20nm lithography

A re-examination of the fundamental layout options for thenpr 6T SRAM bit cell,
coupled with the increasing lithography constraints, leetthe exploration and proposal of
a new family of cell topologies. The new bit cell topologyef three distinct advantages
over the existing industry bit cell that is widely used tod#typrovides 1) reduced litho-
graphic wiring complexity, 2) eliminates jogs in the actsikcon for reduced contribution
of geometric variation sources, and 3) offers shorter bédiover the dominant industry bit

cell used today, 4) potential for fully routed array with p@llevels of metal. A provisional
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patent titled “Improved Dense 6T SRAM Cell Layout Structure &elated Method” has

been submitted on this new bit cell design topology [59].

The Margin/delay analysis metric

The primary focus of the circuit assist methods has beenawsa read or write mar-
gin with less attention given to the the implications forfpemance. In this work, margin
sensitivity and margin/delay analysis tools are introduite assessing the functional ef-
fectiveness of the bias based assist methods. A margig/daklysis of bias based circuit
assist methods is presented, highlighting the assist ingpettie functional metrics, margin
and performance.

A new method for concurrently optimizing the impact of citcassist methods and
biases is presented known as the margin/delay method. Teepbof margin sensitivity
is developed and discussed as a component of the margyntaiaept. The analysis spans
four generations of low power technologies to show the tseartl long term effectiveness
of the circuit assist techniques in future low power bulki@alogies. A publication titled “
Impact of circuit assist methods on margin and performan&¥iSRAM” was published

in the Journal of Solid State Electronics [57].

Examining the limitations of bias based assist methods

Although circuit assist schemes provide improved yieldgimafor scaled SRAM, fac-
tors such as reliability, leakage and data retention dstatiie boundary conditions for the
maximum voltage bias permitted for a given circuit assigirapch. These constraints set
an upper limit on the potential yield improvement that carob&ained for a given assist
method and limit the minimum operation voltage (Vmin). By Bggttion of this set of

constraints, it is shown that the read assist limit contéw@) in the margin/delay space
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can provide insight into the ultimate limits for the nandec@MOS 6T SRAM. A paper
titled “Limits of bias based assist methods in nanoscale BR” was published in the

proceedings from 11th International Symposium on Qualigctonic Design [56].

6.2 Extended work

Further investigations of cell layout topologies, procssaling, and pushed design
rules on local variation within the SRAM bit cell will contieuto be an important and
valuable area for further research. Additionally, as dgtrassist methods become more
common, further research to address the trade-offs of fap@uiplementations in power,
performance and margin improvement are needed.

Extended work addressing sources of random variation in SRAMcell devices

1. In addition to RDF an additional source of random varigtighich can be observed
in small CMOS devices, is random telegraph signal (RTS) nf@d4¢ This noise
source is characterized as a time dependent, low frequem@tion that is of partic-
ular concern for narrow CMOS devices as used in the SRAM bit 8eline work has
been done by others to characterize the potential effe¢tssomechanism on Vmin
at 90nm [3] and 45nm [82]. Additional work using the existtegt setup and circuits
characterize the effects for the FDSOI technology couldipiemore insight into the

impacts of this source of random variation for future SRAM DJOI technologies.

2. The existing test methodologies and circuits can be éuréxtended to stress and
characterize the NBTI mechanism and characterize its irmpacthe FDSOI tech-

nology.
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3. Characterization of the; values for FDSOI or UTB SOI technologies will continue
to be of great interest as the industry continues to seekptimom technology and
circuit design solution path for the next generation. Asanpl solution, offering
improved device variation and potentially improved laydansity, this technology
path is extremely promising. Additional characterizatodrihe NMOS devices will
be a valuable complement to this initial work which charazésl 150nm FDSOI

PMOS devices.
Extended work addressing sources of non-random variation irSRAM cell devices

1. In addition to the ideal layout structures (as employedhenMITLL FDSOI test
chip), additional structures to enable the characteonadf within-cell mismatch for
a statistically significant number of SRAM devices (capturethe layout environ-
ment utilizing pushed design rules) would provide a nataraénsion of this initial

investigation.

2. A statistical study of the within-cell variation as a ftina of alignment tolerance
for each mechanism highlighted, coupled with the measuskdionship to Vmin

comparing two cell topologies would provide additionaligir.

3. It is asserted by this work that the within cell mismatch tlee entire (multi-lot)
population will appear normally distributed about a measmatch value of zero.
The non-random Vt mismatch will be apparent in examiningvdugation within a
given lot ( or appropriate alignment specific groupings)agbng sufficient data to

validate with statistical significance.

Extended work for circuit assist
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Circuit assist methods are still only beginning to be optadiand adopted for high vol-
ume commercial SRAM applications. Although new methods aotstfor characterizing
and defining the optimum assist method have been introduc#ddithesis, exciting work

remains in this area of research.

1. The margin/delay analysis outlined in this thesis maygiate further research in
selecting the next generation assist methods. This worlddmeiextended to gen-
erate a comparison and relationship of dynamic noise nvalgjey with static noise

margin/delay across several assist methods.

2. The versatility of the margin sensitivity metric may bepkxted further in several
ways. Additional work can be carried out towards explorirmgvithe margin sen-
sitivity metric can be used to provide insight and guidaraeassessing the power

impact of various assist methods.

3. Hardware measurements of SNM and WM across a range of ed@dtatjtemperature

and technology platforms would allow correlation to sintigias.

4. An observation that arose in studying the behavior ofouariassist methods was
that the variation in SNM and WM could be modulated by speciffes of assist
methods. Specifically, hardware corroboration of this $ation result coupled with
the development of a rigorous theoretical explanationHsrsimulation result would

be a valuable extension of this effort and contribution ®fibld.

Extended work to explore the new 6T cell topology
By examining the layout implications of the industry-wide 8RAM cell, and charac-

terizing the sources of non-random variation that can irmpgae dense SRAM devices, a
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new bit cell topology was proposed that is expected to psssase advantages over the
existing industry standard cell. Much work remains to fudlvelop this proposed layout

topology.

1. Extending this work would involve incorporation of thepg/ 5, 5e, or 5b layout
topology at or below the 22nm node (using optimized pushésywand exploring

alternative lithography options to continue to push theltdydensity of this topol-

ogy.

2. Hardware based characterization, including yield amitan comparisons (follow-

ing the work in item one above) would be a natural extensiahisfeffort.

6.3 Conclusion and Outlook

SRAM has been and continues to be a technology driver, quaidit vehicle, and
competitive benchmark for logic and microprocessor tetdgies. Most recent estimates
place the semiconductor industry revenue for 2010 to be ewttier of$300Billion [83],
with logic and microprocessors comprising 21 and 14.4%eebely [36]. Embedded
SRAM comprises the bulk of the L1, L2, and L3 cache for todayisraprocessors and is
extensively used in ASICS and logic applications, whereakgected that as much as 50%
of the chip die area may be comprised of SRAM. Extending thé desleloped planar 6T
SRAM technology is therefore of enormous economic impoganc

Circuit design complexity and challenges are increasing eatch new technology gen-
eration. This thesis has focused on device variation (kartdom and systematic sources),

characterizing the variation impact on circuits and depelg solutions to address the im-
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pact of variation in SRAM.

Specific solution paths explored in this work include bottewit and technology. The
technology solutions were explored in two primary areasahjlom variation, 2) system-
atic variation. To explore one potential solution path adding random variation, test
devices were designed and tested in a FDSOI technology. mpmved device variation
associated with the FDSOI or UT SOI, does show promise, heweore statistical data
will be needed.

Sources of non-random variation associated with scalogplogy and extensive use
of pushed design rules in advanced SRAM were examined andatkared. A detailed
evaluation of the bit cell topology options, and the impticas on systematic variation was
performed. Following this examination, a new category gbla topology was proposed
which may provide and stimulate further investigation irstarea. The new topology,
while offering certain advantages over the industry stesh@d, does not achieve the same
density when existing pushed layout rules are applied. Becafithe dynamic and rapidly
evolving technology options which are emerging, such ashpitoubling solutions and
replacement gate process options, an additional topolatggory for further exploration
may promote renewed interest in this area.

An objective, metric based methodology for examining anarabterizing SRAM cir-
cuit assist methods is provided in this work. By examining duiege of approaches and
benefits of circuit assist methods, a method of categorittia@ssist types was developed.
A new margin/delay analysis method was developed to proviideit designers with an
objective means of better trading off the benefits of yieldgimaand performance impacts

associated with the assist method.



Chapter 6: Summary and Conclusion 130

A recognition that the bias based assist methods requitageimodulation of one or
more terminals for the SRAM was the foundation for an exploraof the limits of this
type of circuit assist. By a careful analysis of the limitingpéed biases and the margin
sensitivity associated with a given assist method, limtshie performance and margin
gains can be established.

Despite the wide range of technical challenges outlinedhénimtroductory section of
this work, with the incorporation of both process technglagd circuit innovations, the
outlook remains optimistic for the next generation SRAM. Qumed planar scaling be-

yond the 22/20nm node and perhaps as far as the 11/10nm naalicipated.



Appendix A

Chip design

A.0.1 MITLL 150nm ULP FDSOI chip

MITLL 180nm FDSOI Chip

SRAM Array
leakage macro

SRAM Bfly &
Iread macros

Figure A.1: MITLL 150nm fully depleted SOI technology chipgign. Digital decoder de-
sign enables multi-device NMOS and PMOS device mismatctecherization, multi-array
bit cell leakage during standby and butterfly curves andrealtl currents from multiple
SRAM bit cells.
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A.0.2 MITLL 150nm FDSOI chip (die photo)
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Figure A.2: MITLL 150nm fully depleted SOI technology chipeghoto.



Appendix B

Chip design

B.0.3 Labview block diagram
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(b) MITLL FDSOI 150nm PMOS Vt mismatch block diagram (part 2)

Figure B.1: Automated test setup block diagram for sequintraeasuring multiple
PMOS devices by decode gate selection.



Appendix C

Analytical derivation of read delay as a

function of Vwl, Vddc, and Vtn

I,q4 is in the linear mode, therefore:

b
La(Va,Vb) =k, - Wod | (Va— Ving — V—) (C.1)
Ly 2

Wherek,, is the product of mobility and Cox, Va is the gate voltage siggpby the
latch cross couple. Vb is the internal voltage determinethbyoltage divider relationship
between the PG and PD NMOS devicéstn, is the NMOS threshold voltage with no
body effect.],, in velocity saturation:

L4 is in the linear mode, therefore:

W Voo,
Ipg(Vb) = by =22 W, - (Vdd = Vb = Ving + ik = ) [ A (Vdd = V)
pg

(C.2)
whereV,, is the NMOS velocity saturation voltage, angd is the NMOS channel length

modulation effect.
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Simplification 1: neglect channel length modulation

Simplification 2: linearize body effect in the following way

Approximate as linear across range of interest

0.6]

x(Vsb)
approx (Vsb) 0

approx2 (Vsb)

Vsb

Figure C.1: A linear approximation used for NMOS body effexrtas the range of interest
for a tractable algebraic solution.

Simplification 3: neglect small Vb/2 term in linear model

This allows the voltage on node b (Vnb) to be expressed as:
\112
U, -Vwl -V, - Ving — —
Vnb(Vwl, Vdde, Ving) = 2 (C.3)

)
B-Vdde—B-Ving + U, — U, - 22

Va

By substitution the read current can be written as:

Iread(Vwl,Vdde, Vitng) = ky, - % -0, (Vwl — Vab(Vwl, Vdde, Ving)

N Vnb(Vwl, Vdde, Vit o c4)
Vit 4 Jn VbVl Vdde, "0)__”)
Vo 2
The read delay is expressed as:
Cpr -0V,
Treaa(Vwl, Vdde, Ving) = pL "Bl (C.5)

~ Iread(Vwl,Vdde, Ving)
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Where CBL is the BL capacitance and VBL is the delta voltage that beideveloped
on the BL to successfully read. 100mV is used in this caloomati

The read delay as s function of Vtn, Vwl and Vddc is then exggdsas:

QCBL . LpgdeL(\I]nﬁ)/x — \Ifn"}/n — thgﬂ")/x + Vddcﬂ’yx)
WogUnBknye(Ving — Vdde) - (2Vitng — 2Vwl + ;)
(C.6)

Tread(Vwl, Vdde, Ving) =
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Patents related to this thesis

E.0.5 Related Patents
1. 7,087,486 Method for scalable, low-cost polysiliconaafwor in a planar DRAM
2. 7,057,180 Detector for alpha particle or cosmic ray
3. 6,489,223 Angled implant process
4. 6,187,679 Low temperature formation of low resistivitariium silicide
5. 7,005,334 Zero threshold voltage pFET and method of ngeddime

6. 6,144,086 Structure for improved latch-up using dualthl&prl with impurity im-

plant
7. 6,962,838 High mobility transistors in SOI and methodfésming
8. 6,946,376 Symmetric device with contacts self alignegkiie

9. 6,614,124 Simple 4T static ram cell for low power CMOS aggilons
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10. 6,420,746 Three device DRAM cell with integrated camai@nd local interconnect

11. 6,967,351 Finfet SRAM cell using low mobility plane follcgability and method

for forming
12. 6,778,449 Method and design for measuring SRAM arrayalgaknacro (ALM)
13. 7,313,032 SRAM voltage control for improved operatianargins
14. 7,075,153 Grounded body SOI SRAM cell

15. U.S. Provisional Patent Application Serial No. 61/362, Improved Dense 6T

SRAM Cell Layout Structure and Related Method
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