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Quotation

“I look to the diffusion of light and education as the resource to be relied on for ame-

liorating the condition, promoting the virtue, and advancing the happiness of man.”

- Thomas Jefferson (1822)
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Interaction of Design and Technology in
Nanoscale SRAM

Abstract

Continued advances in silicon technology have enabled the VLSI industry to shrink the

area of the transistor by roughly a factor of two with each successive technology node. This

trend has continued unabated for the past �ve decades and hasmade personal computing

devices ubiquitous in modern culture. Made possible by continuous advances in CMOS

technology and fueled by a growing and �ercely competitive market, in order for this trend

to continue, continued advances in CMOS process technology as well as circuit design

innovation are required.

Reduced device dimensions and operating voltages that accompany technology scal-

ing have led to increased design challenges with each successive technology node. Thus,

reduced functional yield margins coupled with increasing variability of the CMOS device

characteristics have become the most signi�cant problem facing future nanoscale SRAM,

motivating this effort.

To address these challenges, a custom scaled (90nm-22nm) predictive technology model
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(PTM) based framework is developed, using published industry target values to quantify

and address the challenges confronting nanoscale SRAM belowthe 65nm node. In addi-

tion to random variation sources, the role of scaling, use ofpushed ground rules for bit cell

design, and the 6T cell layout topology can contribute to non-random or systematic device

mismatch. These sources of variation and the underlying mechanisms are examined using

technology computer aided design (TCAD) tools and hardware measurements.

The 6T SRAM cell design has been successfully scaled in both bulk and silicon on

insulator (SOI) technologies down to the 32/28nm node and has remained for more than a

decade the dominant technology development vehicle for advanced CMOS technologies.

While the industry has converged on a speci�c layout topology, which remains dominant

in the VLSI industry, continued scaling may stimulate further investigation of alternate bit

cell topologies. Based on an examination of the layout topologies used for the 6T bit cell,

sources of systematic mismatch, and changing lithography constraints, a new topology for

6T SRAM beyond the 22nm node is proposed in this work.

While circuit assist methods have shown promise in extendingthe life of the 6T SRAM,

this work develops a sensitivity based methodology for assessing the effectiveness of the

assist methods in addressing the reduced functional margins. Additionally, a new mar-

gin/delay analysis is developed as a means of assessing the functional effectiveness of the

circuit assist methods. The margin/delay analysis may be further extended to assess the

limits of circuit assist methods in extending the 6T SRAM beyond 32nm node. Finally, a

constraint based analysis is used to assess the extent to which these methods may provide

effective solutions as the technologies are scaled beyond the 22nm node.
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Chapter 1

Introduction: Technology Scaling and

SRAM

1.1 Background and Motivation

The commercial success and and widespread accessibility ofmultiple computing plat-

forms available today ranging from hand-held and portable devices to mainframe super-

computers has been made possible by the reduced cost per memory bit and logic gate with

each successive technology generation. This reduced cost is made possible by continued

advances in CMOS device scaling. The design challenges such as increased variability and

quiescent power coupled with reduced noise margins are inherently linked to the industry

scaling methodology. These challenges are even more pronounced in the dense SRAM

devices which commonly employ sub-minimum design rules. SRAM remains the most

cost effective embedded memory solution for many applications; however, fundamental

challenges arise as technologies continue to scale below 100nm. This chapter de�nes the

1
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rapidly emerging challenges facing CMOS SRAM technologies inthe nanoscale era and

de�nes the problem set to be addressed and the scope of the work.

The 6T SRAM cell design has been successfully scaled across many technology gen-

erations and, because it generally requires little deviation from base logic processing, is

frequently used as the technology development vehicle for advanced CMOS technologies.

For example, as we continue to scale beyond the 90nm node, thememory designer must

account for signi�cant increases in leakage mechanisms such as gate tunneling and gate

induced drain leakage (GIDL) that were much less signi�cantin prior nodes.

Despite these challenges, the 6T SRAM is expected to continueto play a dominant

role in future technology generations because of its combination of density, performance,

and compatibility with logic processing. The successful commercial scaling of the 6T

SRAM driven by strong industry competition has followed a well de�ned linear shrink

factor of 0.7� over multiple generations resulting in a predictable 2� reduction in cell area

per generation. Despite numerous technical challenges in lithography, device, and process

integration, the trend in 6T bit cell area is expected to continue beyond the 28/32nm node.

This trend in 6T cell area, shown in Fig. 1.1, is projected beyond the 22nm generation.

For example, the competitive 6T cell size is expected to be approximately 0.031� m2 at

the 15nm node. This continued trend in area reduction is accompanied by the well known

consequence of increased variability associated with the reduced channel area. Although

technology options such as high-� with metal gate have provided some relief in variability,

the reduced functional margins and increased variation beyond the 28/32nm generation will

drive further design and process technology innovation.

To investigate the impact of scaling in future technologies, predictive technology mod-
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Figure 1.1: Trend in SRAM cell size with scaling based on published cell sizes.

els (PTMs) were customized to re�ect the low power technology offerings available today

for nodes from 90nm to 22nm. The models were calibrated basedon published industry

LP CMOS data [87] [55] [54] [88]. Fig. 1.2 provides the most critical metrics used and

technology scaling assumptions for the LP models in our study.

1.1.1 Increasing Device Variation

Variation is both a well known limiter to scaling and fundamentally dependent on the

speci�c process technology. Threshold voltage (Vt) variation due to random dopant �uc-

tuations (RDF) in the device channel has been empirically shown to be proportional to

1=
p

WL as described by Pelgrom et al., [69]. Because of the use of narrow devices in

the SRAM cell environment, the variation associated with RDF is a dominant variation
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Figure 1.2: Device parametric summary of custom low power technology used for LPPTM
simulations. Model centering based on published data from [87] [55] [54] [88]

.

mechanism and a major concern for future SRAM designs.

This local variation is best characterized by measurement of the mismatch between two

identically drawn transistors in close proximity to one another. The variation in mismatch

is then de�ned by:

�V t mm = AV t �
�

1
p

WL

�
(1.1)

where the quantity has units of and W and L refer to the device width and length respec-

tively. What has now become commonly referred to as the Pelgrom plot, where the delta

Vt of two identically drawn adjacent devices provides an essential relationship between

two essential design parameters (W and L) and the expected random variation expectation.

Based on published hardware measurements [60] [94] for competitive industry technolo-

gies, theAV t value used was for the LP PTMs in this work was 3mV-� m. The channel
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length variation (both global and local), and the variationin Vt associated with implant

dose variations were also included. The combined effects ofscaled gate oxide thickness

(Tox) of approximately 10% per generation over the range of technologies included and

corresponding increase in the effective channel doping (NA ) of approximately 20% per

generation tend to hold the values roughly constant with each generation, which may be

explained by the commonly used empirical equation [6] [5]:

�V t = 3:19� 10� 8 � Tox �
�

N 0:4
Ap

WL

�
[V ] (1.2)

Asenov's empirical equation, derived through atomistic simulation results, af�rms the

Pelgrom relationship to1=
p

WL and includes the important role of the gate capacitance

and channel doping. A �rst principles treatment was developed as early as 1975 by R.W.

Keyes, relating the predicted variation to the channel area, random channel dopant �uc-

tuations and gate capacitance [41]. Using percolation theory and simple channel doping

pro�les the following relationship was derived [41]:

�V t mm =
q

2 � ox
Teq

p
�N A � (WL)� 3=8 �

0

@

s
4� Si ( kB T

q � ln(NA =ni))

q � NA

1

A

1=4

(1.3)

whereTeqis the gate oxide equivalent thickness,kB is Boltzmann's constant,T is temper-

ature in Kelvin,q is the fundamental charge of an electron ineV, � ox and� Si refer to the

dielectric constants for the gate oxide and silicon respectively, andNA is the doping concen-

tration in at=cm3. Although today's device designs are much more complex, commonly

involving extension and halo implants, the relationships to gate capacitance and doping

concentrations are consistent. For most empirical data in recent evaluations the inverse

square root relationship to channel area rather than the inverse (3/8) power relationship as
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derived by Keyes is used.

For clarity, �V t mm refers to the mismatch between two identically de�ned devices in

close proximity while the�V t for an individual device is therefore smaller by a factor

of 1p
2
. The implications of the scaled devices employed in the SRAM cell is shown in

Fig. 1.3. Both components assumed a 3� value equal to 10% of the target (Lphysical) for

the technology. A 30mV (3� ) global variation inV t0 for NMOS and PMOS due to implant

dose and energy variability was assumed.
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Figure 1.3: Impact of scaling trends on pull down (PD), pass gate (PG) and pull up (PU)
SRAM device Vt sigma based on the RDF component.

The infrastructure resulting from this analysis coupled with the known scaling relation-

ship for the SRAM devices from Fig. 1.1 provides a means of assessing the local variation

in threshold voltage across the technology nodes. This relationship is shown in Fig. 1.3,

where the local variation in SRAM device threshold voltage has increased for the 32nm

node by roughly a factor of 2 over the variation addressed at the 90nm node. The adoption
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of high-� with metal gate beyond 45nm may provide some relief, consistent with (1.2), but

the increasing trend will again increase as the channel areais reduced through scaling.

TheAV t for emerging FDSOI technologies will be of signi�cant interest with potential

improvements in the channel dopant variation [73] [48]. To enable further exploration of

this potential technology solution, the extraction of theAV t for a 150nm FDSOI technology

was accomplished by the design and implementation of characterization circuits and test

methodology.

In addition to the well know sources of random variation, a deeper exploration and

focus was placed on looking at the potential sources of systematic variation that can arise

from the combination of bit cell topology, use of pushed design rules and industry scaling

practices. The sources of non-random mismatch are investigated in the context of the 6T

SRAM cell layout. These systematic offsets play a role in the yield expectations of the large

arrays due to the impact on the noise margin distributions. Both doping and geometrical

systematic variation considerations are examined in the dense SRAM cell environment.

An analysis of the implications of the bit cell topology on non-random, within-cell

variation and the evolution of lithography practices with continued scaling, a new bit cell

topology is proposed. An examination of the growing lithography constraints and known

bit cell layout topologies, the new topology may provide a path to enable further scaling of

the 6T SRAM.

1.1.2 Reduced Functional Noise Margin

As voltage and area are reduced by continued scaling, the functional margins for all

three required operations are becoming less robust. The consequences of scaling on SRAM
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design and noise margins have been the subject of many investigations [14] [13] [31] [86]

[93] [2]. We will refer to these margins as; write margin (WM),read static noise margin

(RSNM), and hold static noise margin (HSNM). All three essential functions required of

the SRAM; 1)write, 2)read, and 3) retain-state, all become more dif�cult at lower voltages.

Additionally, as the channel area is reduced without proportionally scaling theTeq, device

variation will be increased.
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Figure 1.4: Simulated LP SRAM functional margins (RSNM and WM) are decreasing
with continued technology scaling. `Vnom WM' and `Vnom SNM' refer to the nominal
simulated margin value and `Vwc WM' and `Vwc SNM' refer to the worst case margins
out of 1000 Monte Carlo simulations.

Fig. 1.4 depicts the simulated functional noise margins, which are trending lower with

each successive technology generation. The read static noise margin (RSNM) or (SNM) is

a measure of the stability of the cell during access [74]. TheRSNM metric quanti�es the

resistance of the cell to upset during a read operation and the write margin (WM) metric

quanti�es the ability to write data to the cell. The SNM metric is a very critical metric
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because all bits along the asserted word line will be subjectto a SNM upset during a read

operation as well as the bits along the unselected columns during a write operation. This is

commonly referred to as the half-select issue.

To address the trend in reduced margins, a range of circuit assist methods have been

proposed. Two chapters in the thesis explore bias based circuit assist methods for nanoscale

SRAM. Bias based circuit assist techniques will be de�ned for the purposes of this work

as an intentional modulation of an accessible terminal(WL,BL,VDD,VSS,Body) voltage,

charge or timing with the goal of improving the read or write margin. An objective method

for assessing the effectiveness of the various assist options will be developed in this work.

A margin/delay analysis is developed to further improve andprovide clarity for future

investigations in the assist space.

Although assist methods do offer a path to extend the 6T operation window and provide

yield improvements by effectively lowering the array Vmin,limitations exist. The limita-

tions of the bias based assist methods for read access provided a unique and clear result

which is provided by the assist limit contour (ALC). This ALC contour allows the circuit

designer to quickly establish the limits of the bias based circuit assist methods for a given

process technology.

1.1.3 Increased Standby Leakage

While the functional margins are decreasing with continued scaling, the standby power

for the array, as measured by the bit cell parasitic leakage,is increasing. There are three

primary mechanisms involved in this trend. First the gate tunneling current is increasing

with Tox reduction [52] [47]. The tunneling mechanisms are voltage accelerated and ex-
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hibit little temperature dependence. The second is gate induced drain leakage (GIDL) [96].

The use of halo or pocket implants to improve the short channel effects (SCE) by reducing

drain induced barrier lowering (DIBL) has tended to increaseGIDL in the devices. For

low power technologies, GIDL may be a signi�cant component of the off state parasitic

leakage. The third major leakage contributor is sub-threshold leakage [81]. This mecha-

nism is governed by the sub-threshold slope and the threshold voltage of the device by the

following relationship:

I sub = I 0 �
W
L

� 10( V gs � V t
S ) (1.4)

whereI 0 is a technology dependent constant with units of current,V gsis the gate to source

voltage (0V in off state),V t is the threshold voltage andS is the sub-threshold slope [81].

S has units of mV/decade and is expressed in the relationship (1.5).

S = ln(10) �
kT
q

�
�

1 +
� Si

� ox

Tox
X d

�
�
�

1 +
11� Tox

X d
exp

�
� � � Lef f

2 � X d + 3 � Tox

��
(1.5)

In expression (1.5),Tox is the gate oxide thickness,k is Boltzmann's constant,T is

temperature in Kelvin,q is the fundamental charge of an electron ineV, X d is the depletion

thickness,Lef f is the effective channel length. The threshold voltage alsotends to decrease

with the technologyV ddin order to achieve suf�cient overdrive to preserve performance.

Because GIDL and gate leakage are tunneling mechanisms and exhibit little temperature

dependence, the sub-threshold leakage becomes the dominant leakage source at elevated

temperatures. The technology choice is often a critical factor in the array standby power.

Technology solutions optimized for low SRAM standby power have achieved leakage val-

ues averaging< 50fA=cell at 25C [58].
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Figure 1.5: Simulated nominal and worst case (out of 1000 Monte Carlo cases) parasitic
leakage per 6T SRAM cell is based on the predictive LP technologies.

As can be observed from (1.4) and (1.5), the introduction of high-� dielectric materials

for the gate dielectric can improve the sub-threshold slopeby allowing reducedTox values

and therefore the sub-threshold leakage. The net contribution of the high-� material there-

fore is signi�cant in providing a path to improve variability, gate leakage, and, to some

extent, sub-threshold leakage.

1.1.4 SER Susceptibility

Another important area of concern for nanoscale SRAM is increased susceptibility to

radiation induced soft errors. Although this topic is not speci�cally developed in this dis-

sertation, it is a issue that should be highlighted when discussing challenges faced as we

continue to scale the 6T SRAM. Soft errors in the form of both single event upsets (SEU)

and SRAM array multibit fails [7] [21] [75] represent a reliability concern for the memory



Chapter 1: Introduction: Technology Scaling and SRAM 12

designer.

The two primary sources of soft error inducing radiation arefrom either terrestrial radi-

ation or from radioactive isotopes within materials used inthe integrated circuit fabrication

process. High energy cosmic radiation interacting with theearth's atmosphere results in a

�ux of neutron particles with a large range of energies extending to several 100MeV [98].

At sea level the resulting high energy neutrons manifest a relatively isotropic �ux of 10-20

neutrons/cm2-hr and can interact with the silicon lattice through elastic and inelastic recoil

or by spallation where the silicon atom is shattered into heavy and one or several lighter

particles. This process produces a charge cloud of electron-hole pairs that, when in close

proximity to one or more sensitive neighboring circuit nodes, may result in a single or

multi-bit error.
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Figure 1.6: Trend in 6T SRAM Qcrit values with continued scaling.

The second form of radiation which predominately originates from impurities within
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the materials used in modern interconnect technology is thealpha particle. The alpha par-

ticle can be characterized as a doubly ionized (He) atom consisting of 2 protons and 2

neutrons. The alpha particle originating from impurities found in the interconnect or pack-

aging materials used in integrated circuit manufacturing has an initial energy extending up

to 8 MeV depending on the speci�c impurity isotope present. Current purity levels in

VLSI processing are suf�cient to insure that the alpha �ux isnot greater than 0.001 /cm2-

hr. Because the alpha particle is ionized, it interacts with the silicon lattice to produce a

column of electron-hole pairs along the path of the particle, which can cause an upset if

the charge collected at the circuit node exceeds the critical charge (Qcrit ) for that circuit or

memory bit.

The soft error rate (SER) is expressed as:

SER ' F � Adif f � exp
�

� Qcrit

QS

�
(1.6)

whereF is the particle �ux,Adif f is the critical or sensitive charge collection area,Qcrit

is the critical amount of charge required to �ip the bit [28] and QS is the charge collection

ef�ciency. Cell design topologies that minimizeAdif f and increaseQcrit are therefore

preferred. The charge collection ef�ciencyQS is modulated by factors such as voltage,

charge sharing, NWELL and PWELL depth, use of retrograde well doping pro�les and use

of triple well. The amount of charge collected at a given nodeis typically much less than

the total charge generated. Values forQS are obtained following the trends provided by

Hazucha and Svensson [27]. Fig. 1.6 provides a summary of publishedQcrit values as well

as simulatedQcrit for the scaled bulk technologies de�ned in this work down to 22nm.

SOI technologies have been shown to offer improved resistance to soft error upset, and

direct comparisons between SOI and bulk technologies show� 5� improvement for the
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SOI [15] over bulk. Although the diffusion capacitance is much lower for SOI technolo-

gies (increasing the sensitivity), the charge collection ef�ciency for SOI is much smaller

compared to bulk technologies.

1.1.5 NBTI and PBTI Sensitivity

An additional challenge that confronts the nanoscale SRAM design is the shift in thresh-

old voltage during product lifetime. The most signi�cant mechanism for this has been

negative bias temperature instability (NBTI), which results in a degradation of the PMOS

device associated with a shift in the threshold voltage [40][45]. This induces a correspond-

ing shift in the functional margins of the SRAM cell discussedearlier. The SNM will be

decreased by an amount typically on the same order of the meanVt shift of the PMOS

device while the write margin will be improved by the weakened PMOS.

Although PBTI was not observed to play a signi�cant role for technologies with con-

ventionalSi02 and nitrided oxide gate dielectrics, with the introductionon high-� gate

dielectric materials such those involving Hf oxides and oxy-nitrides, the PBTI mechanism

is a renewed concern [78]. The use of NMOS devices for the access transistors, which is

common in today's 6T and alternative bit cell options, this can result in degraded perfor-

mance and yield impacts.

1.2 Summary

A number of obstacles exist to the continued use and scaling of SRAM designs beyond

32/28nm. These include increased variation, reduced noisemargins, increased standby
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leakage, and reliability detractors such as NBTI and radiation induced soft errors. Despite

these detractors, new advances in technology and circuit design offer promising options that

provide a path forward. This work is directed toward addressing reduced SRAM functional

margins which accompany continued technology scaling. A question consistent with this

theme may be expressed simply as, “What is the future of 6T SRAM beyond the 32/28nm

node?” While there are many aspects to this question, this work investigates and addresses

1) systematic variation sources in SRAM devices, 2) an optimized method for selecting a

circuit assist scheme, 3) the limits of bias based assist methods, and 4) a new bit cell design

for future nanoscale SRAM.

1.3 Major Contributions

1. Highlight speci�c sources of non-random mismatch in the context of the aggres-

sive bit cell design environment

A new examination of SRAM device variation sources for the nanoscale era, a highly

important aspect of advanced large scale CMOS memory design,is presented. Specif-

ically, a description of how dopant �uctuations in nanoscale SRAM devices may be

attributed to both random and non-random components. Threefactors which play a

role in the susceptibility to sources of non-random dopant variation are; 1) SRAM

cell layout topology, 2) process scaling practices, and 3) pushed design rules used in

dense SRAM bit cell designs. Both doping and geometric sourcesof variation are

addressed.

Four speci�c sources of dopant �uctuation which can contribute to non-random
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threshold mismatch in the SRAM device environment are; (1) implanted ion straggle

in SiO2, (2) polysilicon inter-diffusion driven counter-doping,(3) lateral ion straggle

from the photo-resist and (4) photo-resist implant shadowing. A manuscript titled

“Non-random device mismatch considerations in nanoscale SRAM” has been sub-

mitted for publication to IEEE Transactions on VLSI Systems. This work is believed

to be the �rst to highlight and address all four mechanisms ofsystematic dopant

driven mismatch in context of the aggressive bit cell designenvironment.

2. Propose a new bit cell topology for the sub-22nm era

As scaling continues, the lithography challenges grow and can assert changes in the

layout topology of the bit cell. A new bit cell topology is proposed that offers 1)

reduced metal 1 complexity, 2) eliminates jogs in the activesilicon for reduced ge-

ometric variation, and 3) offers shorter M2 bit lines over the dominant industry bit

cell used today. A provisional patent has been submitted on this new bit cell de-

sign topology [59]. A manuscript titled “New category of ultra-thin notchless 6T

SRAM cell layout topologies for sub-22nm” has been submittedfor publication to

the proceedings from 12th International Symposium on Quality Electronic Design.

3. Developed the margin/delay analysis metric for circuit assist analysis

The primary focus of circuit assist methods has been improved read or write margin

with less attention given to the the implications for performance. In this work, margin

sensitivity and margin/delay analysis tools are introduced for assessing the functional

effectiveness of the bias based assist methods. A margin/delay analysis of bias based

circuit assist methods is presented, highlighting the assist impact on the functional
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metrics, margin and performance.

A new method for concurrently optimizing the impact of circuit assist methods and

biases is presented and referred to as the margin/delay method. The concept of mar-

gin sensitivity is developed and discussed as a necessary component of the mar-

gin/delay concept. The analysis spans four generations of low power technologies to

show the trends and long term effectiveness of the circuit assist techniques in future

low power bulk technologies. A publication titled “ Impact of circuit assist methods

on margin and performance in 6T SRAM” was published in the Journal of Solid State

Electronics [57].

4. Address the limitations of bias based assist methods and highlight the value of

the assist limit contour (ALC)

Although circuit assist schemes provide improved yield margin for scaled SRAM,

factors such as reliability, leakage and data retention establish the boundary condi-

tions for the maximum voltage bias permitted for a given circuit assist approach.

These constraints set an upper limit on the potential yield improvement that can be

obtained for a given assist method and limit the minimum operation voltage (Vmin).

By application of this set of constraints, it is shown that theread assist limit contour

(ALC) in the margin/delay space can provide insight into the ultimate limits for the

nanoscale CMOS 6T SRAM. A paper titled “Limits of bias based assist methods

in nanoscale 6T SRAM” was published in the proceedings from 11th International

Symposium on Quality Electronic Design [56].
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1.4 Organization

This thesis is constructed in the following manner: Following the background and in-

troduction provided in this chapter, chapter 2 describes aninvestigation of the sources of

variation (both random and systematic) for SRAM cell devices. Although much research

and discussion has been given to the issues of random variation sources, such as RDF, this

chapter describes four mechanisms that can be found to induce non-random mismatch in

the SRAM bit cell devices.

In chapter 3 the challenges associated with future SRAM bit cell design are discussed,

and the geometric variation sources which can contribute towithin cell mismatch in the

highly scaled array environment are examined. A new bit celllayout topology is proposed,

and its attributes are examined. The advantages and disadvantages of this new cell topology

for future 6T dense SRAM are identi�ed and compared against the industry standard bit

cell.

Chapter 4 presents an in depth analysis of the bias based assist techniques available

for 6T SRAM. A method for categorizing the 6T SRAM assist options is presented. A

margin/delay analysis technique is developed to allow the concurrent evaluation of both

performance and margin for the circuit assist methods in 6T SRAM. The assist methods

are explored across for technology nodes to better understand the impact of scaling on the

assist bene�ts for future generations.

Chapter 5 builds on the foundation work presented in chapter 4and explores the limits

of bias based assist methods for nanoscale SRAM. Because factors such as reliability, leak-

age, and data retention establish the boundary conditions for the maximum voltage bias

permitted for a given circuit assist approach. These constraints set an upper limit on the
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potential yield improvement that can be obtained for a givenassist method and limit the

minimum operation voltage (Vmin). By application of this setof constraints, it is shown

that the read assist limit contour (ALC) in the margin/delay space can provide insight into

the ultimate limits for the nanoscale CMOS 6T SRAM.

Chapter 6 summarizes the main contributions presented in this thesis and discusses

potential direction for future work building on this work.



Chapter 2

Variation: Sources of random and

non-random device mismatch in

nanoscale SRAM

2.1 Introduction

The SRAM cell area has become a benchmark of technology competitiveness in today's

VLSI industry. The design trade-offs to achieve the aggressive SRAM bit cells are becom-

ing more challenging with each successive technology generation. To achieve the density,

performance, and functional requirements, the competitive bit cell requires design rules

which are much more aggressive than those used in base logic designs. For this reason, the

bit cell has become an integral part of the technology offering for technology suppliers. Be-

cause SRAM is largely compatible with CMOS logic processing and failures can be readily

identi�ed through bit fail mapping, it is commonly used by industry as a technology quali-

20
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�cation vehicle. Although many design rules are limited directly by lithography, there are

several mechanisms which must be addressed for the commercially successful nanoscale

cell design.

2.2 Background and Motivation

The complex set of decisions that must be addressed in de�ning the competitive SRAM

bit cell design require a combined understanding of device physics, process integration

capabilities, as well as an understanding of the circuit andmemory architecture design.

Additionally, commercial success will require an understanding of the competitive market

as well in order to optimally balance the density, performance, functional margins and

power requirements. In this chapter, the interaction of process integration technology in

SRAM cell design is explored using technology computer aideddesign (TCAD) process

simulation tools. The Synopsys simulation tools and simulation environment will be used

to speci�cally examine the scaling limitations and challenges for the SRAM cell design.

A signi�cant source of variation in nanoscale CMOS technologies is associated with

random dopant �uctuations (RDF), which follows a 1/
p

WL relationship. Although high-

� /metal gate technologies have provided some relief, aggressive design rule and device

scaling has led to an increase in device variation in both SRAMand logic devices. Because

it is common for the SRAM devices to be near or below minimum logic design rules, the

RDF mismatch phenomenon is exacerbated. Additionally, pushed design spacing rules

used in the dense SRAM cell can lead to added sources of variation that is not observed in

circuits designed with the standard logic design rules.

Although the SRAM devices and logic devices are built concurrently using the same
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processing steps, often suf�cient differences exist so that separate BSIM device models are

required for the SRAM devices. This may be attributed to several factors. First, there may

be intended deltas due to the use of additionalV t tailor steps to �ne tune the SRAM thresh-

old voltage for optimal functional (yield) margin, performance, or leakage optimization

reasons. The second reason is non-intentional and is attributed to the process, structural

differences, STI stress, and a range of proximity effects. For these reasons, commercial

nanoscale CMOS technology suppliers provide a set of unique models for the SRAM cell

devices that accompany the supplied bit cell. These additional sources of variation may

also contribute to non-random or systematic mismatch within the SRAM cell.

As scaling continues beyond the 32nm node, the pushed rules used in bit cell design

will warrant increased attention and more costly measures to avoid sources of systematic,

non-random device mismatch. We de�ne non-random mismatch as a mean offset in the

device pair (e.g. pull down NMOSV t left vs right) within the same or adjacent bit cell.

Factors that may contribute to non-random mismatch are layout topology, process scaling

practices, and use of pushed design rules in the bit cell.

In this chapter, the implications of cell layout topology, process scaling, and pushed

design rules are considered. Four speci�c alignment sensitive mechanisms which may im-

pact non-random device threshold mismatch are evaluated. Experimental data and process

simulations are used to both highlight and quantify sourcesof non-random mismatch. A

statistical basis is provided as a foundation for quantifying the functional margin impacts

of non-random device variation on the bit yield. Based on an examination of existing 6T

layout options, and consideration of non-random mismatch sources, we examine the rela-

tive merits of an alternative layout, possessing differentsymmetry, and area limiting design
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rules from the topology used in today's dominant industry layout.

Four sources of potential non-random threshold mismatch that can arise from the use of

aggressive design rules in the bit cell are; (1) implanted ion straggle inSiO2, (2) polysilicon

inter-diffusion driven counter-doping, (3) lateral ion straggle from the photo-resist and (4)

photo-resist implant shadowing. Using simulation and hardware measurements, we quan-

tify the device parametric impacts and provide a statistical treatment forming the basis for

quanti�cation of the functional margin impacts on the bit cell. We examine two lithography

compliant bit cell layout topologies and quantify the impact of systematic mismatch on the

margin limited yield.

2.2.1 Cell Topology

The choice of cell topology is perhaps the most critical choice and must be made early

in the technology development phase. This choice will signi�cantly impact the ultimate

cell size and aspect ratio that can be obtained as well as compatibility with assist methods.

It in�uences the bit line capacitance and the design rules that will need to be pushed and

if any unique (non-logic based) features will be desired such as the shared contact used in

the majority of today's 6T bit cells. Included in the topology decision are the number of

transistors to be used and the alternative bit cell options.The term “alternative bit cell”

is used to describe a range of bit cell options that include the total transistor options of 4

through 10 (excluding 6T).
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2.2.2 Non-6T SRAM (alternative bit cell options)

With the recognition that achieving the performance, yield, and leakage targets with

the 6T cell is becoming increasing more dif�cult to with eachtechnology generation, al-

ternative (non-6T) cell topologies have been proposed. Thealternative cell designs tend to

provide a solution that addresses one or more of the challenges highlighted in chapter 1.

A few examples of the alternative cells are: 5T which offers apath to improve stability

but requires a write assist [63], the 7T [4], there are several implementations of 9T [50]

[51] and 10T [11] [67] [65]. Although the alternatives do tend to provide partial solutions,

the 8T cell topology [16] is becoming more commonly used in commercial applications,

particularly for L1 and L2 cache applications. While the 8T cell area is larger than the 6T,

it does offer several advantages. With the two added transistors as a read buffer, the read

disturb mechanism is avoided (with additional architecture constraints to avoid the half se-

lect concern when the write word line is asserted). Because this design is still subject to the

half-select disturb during a write operation, array architecture changes are used to avoid

this mechanism. Further, this design offers both read and write word lines so additional

performance gains can be realized by optimizing the read andwrite paths independently

[17].

2.2.3 6T cell topologies

The optimal 6T layout topology will be dependent on many factors. These include

processing capability, performance, density, power, and functional requirements. There

are, at least initially, a number of options theoretically available for placing 6 transistors to

perform the desired function. A summary provided by Ishida is reproduced in Fig. 2.1 for



Chapter 2: Variation: Sources of random and non-random device mismatch in nanoscale
SRAM 25

this discussion [37]. Following the nomenclature of Ishida, although published examples

of type 2 and 3 can be found, the cell type 1a was the dominant industry topology across

several nodes prior to 90nm. At technology nodes below 90nm,the type 4 cell topology

became (and remains) the dominant industry cell design.

2.2.4 Lithographic considerations

As scaling continues below 90nm, the lithographic challenges in printing and control-

ling the dimensions within the same printed layer in orthogonal directions has become

increasingly dif�cult [38]. This has led to restrictions inlayout orientation and shape for

printed layers requiring tight dimensional control. For the SRAM devices it is therefore

advantageous for the active single crystal regions and gatelayer to be printed orthogonally,

thus allowing optimal dimensional control for these layers. Of the cell topologies or types

summarized by Ishida, only type 4 and a variation on type 1-b provide this advantage.

For this reason we will explore both design topologies in more detail. Fig. 2.2 compares

the dominant industry layout (type 4) with an alternate style (1x), Fig. 2.2(b), that also

complies with the layout restrictions in sub 90nm designs.

2.2.5 Bit cell dimensions

Because of the design symmetry for both topologies, the bit cell area can be expressed

as the product of the cell boundary dimensionsXcell andY cell.

Acell = Xcell � Y cell (2.1)

A list of the limiting pushed design rules representative ofthose used in advanced sil-
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Figure 2.1: Summary of 6T cell layout topologies (c
 IEEE '98) [37].

icon dense SRAM cells is given in Table 2.1. Although some deviation will be expected

as technologies evolve, the rules are expressed as functionof the technology node (� ) to

capture the effect of scaling. Although these pushed rules are consistent with those used

in industry, some differences will exist between technology suppliers to allow optimization

of yield and parametric values as desired. We use (Wpd/Lpd),(Wpg/Lpg),(Wpu/Lpu) to

refer to the width and length of the pull down NMOS, pass gate NMOS and pull up PMOS

devices respectively. The dimension (X 4) for design topology 4, illustrated in Fig. 2.2(a),

becomes:
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(a) Dominant industry bit cell design (topology 4).

(b) Alternate bit cell design (topology 1x).

Figure 2.2: Example layouts of 6T SRAM bit cell topologies 4 (a) and 1x (b). Alignment
of NWELL layer and subsequent block level layers will be asymmetrical with respect to
devices N1, N3 and P1 compared with devices N2, N4 and P2 for topology 4.
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Table 2.1: SRAM bit cell design rule scaling assumptions

Design rule symbol Dimension (� )

Gate to contact space (GC) 0.7

Gate past active (GPA) 1

Gate tip to tip (TT) 1

Gate contact to active (GCA) 1

Contact size (CW) 1.4

Contact space (CS) 1.4

p+ to p+ space (AA) 1.7

n+ to p+ space (NP) 1.8

M1 pitch (M1P) 2.8

X 4 = 2 � (
1

2
(TT) + ( GPA) + max(Wpd; Wpg)

+( NP ) + Wpu +
1

2
(AA))

(2.2)

and the dimension (Y4) is:

Y4 = 2( CW) + 4( GC) + max(Lpd; Lpu) + Lpg (2.3)

Following the substitutions provided in Table 2.1, the bit cell area for topology 4 is

expressed as a function of device dimensions and technologynode dimension:

A4 = (8 :3� + 2 � max(Wpd; Wpg) + 2 Wpu)

�(5:6� + max(Lpd; Lpu) + Lpg)
(2.4)

We identify an alternative (1x) topology, which also conforms to the lithographic con-

straints previously discussed is shown in Fig. 2.2(b). Whilethe type 1b proposed by Ishida
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Table 2.2: SRAM bit cell device dimension scaling assumptions

Cell device symbol Dimension (� )

Pull down NMOS width Wpd 2.5

Pull down NMOS Length Lpd 0.9

Pull up PMOS width Wpu 1.4

Pull up PMOS Length Lpu 0.9

Pass gate NMOS width Wpg 1.7

Pass gate NMOS Lpg 1.1

would not be consistent with the lithography constraints oftoday for the active silicon, the

simple modi�cation we refer to as 1x would be more preferred.Following the limiting

design rule analysis as before:

X 1x = 2 � (2(CW) + 4( GC) + Lpg + Lpd) (2.5)

Y1x = GPA +
1

2
(TT) + max(3:75(M 1P);

(GCA) +
3

4
(M 1P) + Wpd+ ( NP ) + Wpu)

(2.6)

and by substitution, Table 2.1, simpli�es to:

A1x = (11:2� + 2Lpg + 2Lpd)

�(1:5� + max(10:5�; Wpd + ( NP ) + Wpu))
(2.7)

Scaled device dimensions are approximated in Table 2.2 to enable a numerical area es-

timate. Although the scaled device dimensions will vary, depending on the speci�c fab-

ricator device characteristics and bit cell performance and leakage targets, the measured

differences in device dimensions make up a relatively smallcomponent of the overall bit
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cell area. We de�ne the device packing factor (DPF) as the total channel area of the six

transistors divided by the cell area to give a measure of the ef�ciency of the bit cell design

for a given set of device dimensions. A larger DPF implies a more area ef�cient cell design.

For today's competitive 6T dense SRAM the DPF is on the order of9%. The DPF for the

type 1x (assuming common device dimensions) is 6%.

A graphical summary of published bit cell areas from 90nm to 22nm is provided in

Fig. 2.3. The calculated area for type 1x (equation (2.7)) isapproximately 50% larger than

the type 4 (equation (2.4)). This is due, at least in part, to two reasons, 1) the design rules

used in this analysis (consistent with those in use today) are optimized for type 4, 2) the

shared contact feature, allowing a very effecient cross couple interconnection in type 4.

TheY1x dimension is limited by the metal 1 and contact rules, resulting in a largerY cell

dimension than otherwise required given the device widths and n+ to p+ spacing given in

Tables 2.1 and 2.2. Also, these rules have evolved and been optimized for the topology 4

design and will therefore tend to skew a direct comparison ofarea in favor of this common

industry topology. If the design rules were more tailored for the 1x topology, this gap in

area may be reduced.

The predicted cell area based on the pushed design rule and device scaling factors given

in Table 2.1 and 2.2 show a good �t down to 32nm for the type 4 cell topology. Although

only one published value is found for 22nm [26], the area of this type 4 cell design is

becoming closer to the area expectation for the type 1x design. As we discuss later, the 1x

topology offers some advantages over the type 4 for process complexity and susceptibility

to the sources of non-random mismatch associated with the more aggressive n+ to p+ space.

Based on the scaled rules given in Table 2.1 and 2.2, the type 4 topology offers improved
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Figure 2.3: Dashed lines show SRAM bit cell areas by technology node for topology 4 and
1x based on scaled design rules and device dimensions given in Tables 2.1 and 2.2. Pub-
lished 6T cell areas by technology node are beginning to deviate from the values predicted
by (2.4) at 32 and 22nm.

density and, because the bit lines extend in the y-directionfor both designs, a shorter (and

lower capacitance) bit line (BL).

2.2.6 Process features

The shared contact feature used in topology 4 facilitates a lower DPF compared to

1x, and signi�cantly improves the area ef�ciency of the cross coupled connection. While

providing an advantage in area and DPF, the shared contact feature does add a degree of

processing and lithography complexity above that of a logic-only process. Because this

feature is typically only allowed in the well-controlled dense SRAM environment, a degree

of commonality with pure logic processing is lost with topology 4, while the topology 1x
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is compatible with a logic-only process and does not requirethis process feature.

In addition to the shared contact process feature, differences may also arise from the

fact that the device pairs reside in separate active siliconislands for the topology 4 design.

Although there are several potential consequences of this difference, a unique behavior in

radiation induced soft error response has been observed when the separate silicon islands

also share separate wells, e.g., the use of a triple well environment [23]. In contrast, the

active silicon islands are shared for the device pairs for the 1x topology.

2.3 Scaling and the characterization of local random vari-

ation: device mismatch

Pelgroms method of applying a Fourier analysis to separate the global variation sources

from short range (mismatch) sources such as random dopant �uctuations (RDF) can be em-

ployed to sort out random and non-random mismatch components. To perform this analysis

requires a unique set of structures. The layout must be carefully controlled so any layout

or local environment dependencies are minimized between adjacent pairs of identically de-

signed NMOS or PMOS transistors. The device pairs must be drawn with a suf�cient range

in W and L values to enable a slope (AV t) to be extracted. These baseline structures should

be logic rule based, avoid proximity to resist edges and avoid potential lithographic related

shape modi�cations due to effects such as corner rounding, resist implant shadowing or

line end foreshortening. Direct comparison of extractedAV t from the SRAM devices to

that from the ideally drawn, will provide a means of assessing the degree to which the sys-

tematic variation sources discussed in section 2.4 are present. Cell topologies which reduce
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Table 2.3: MITLL 150nm ULP FDSOI Technology Summary

Feature MITLL 150nm Technology

Vdd 1.5V nom

Tox 4nm

Si on insulator thickness 40nm

Insulator thickness 400nm

Gate stack 20nm TiN/200nm Poly

Metal layers 3

Drawn Lmin 150nm

Silicided diffusions 13
 /square

the systematic sensitivities while maintaining the layoutdensity and manufacturability ad-

vantages are clearly desired.

A potential technology direction to provide improvedAV t is the use of a fully depleted

silicon on insulator (FDSOI) technology. To enable characterization of the bene�ts of

this technology, a layout and circuit implementation of themismatch structures has been

completed in a 150nm FDSOI technology fabricated at MIT Lincoln Labs (MITLL). A

description of the full chip and accompanying die photo are included in appendix A. A

high level technology description is provided in Table 2.3.

2.3.1 Experimental method

A schematic of the circuit design, which uses a 6x64 decoder to access 8 banks of

NMOS and PMOS device pairs with the following (W/L) geometry matrix: W= 5, 1, 0.8,

0.6 � m and L= 0.15, 0.2, 0.6 and 1.5� m is shown in Fig. 2.4. The independent control
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of the gates that are held off and the single gates that were swept to modulate the Vgs

permitted additional control of the off state bias. A sampleof the Vgs sweep results is

shown in Fig. 2.5 with the off-gate held at 500mV. The off state current is comprised of

the contributions of 32, 5� m wide devices with 4 different L values. In order to extract

the threshold values, it was required that the off state leakage be suf�ciently below the

threshold current value. This was easily veri�ed by examining the ID-VG sweeps shown

in Fig. 2.5. For the 5� m wide devices the threshold currents were in a range of 0.3333e-

6A for an L=1.5� m to 3.333e-6A for L=0.15� m. The layout was constructed so that the

pair of devices would share a common source circuitry at M1 and above to minimize any

additional sources of variation.

Figure 2.4: Schematic circuit diagram of device mismatch characterization circuit imple-
mentation to enable investigation of FDSOI 150nm devices.

The testing was performed using Labview 9 to control or interface with the instruments

needed and to record the data taken. A Labview block diagram is included in appendix B. In
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(b) Log of drain current vs Vgs for sample of 5� m wide devices.

Figure 2.5: Measured drain current versus Vgs bias for sample of 5� m wide PMOS devices.
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(a) MITLL FDSOI 150nm PMOS Vt mismatch histogram.

(b) Probability plot of the PMOS Vt mismatch.

Figure 2.6: Distribution of measured Vtmm values is normally distributed and centered
near zero.
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Figure 2.7: MITLL FDSOI 150nmAV t derived from the PMOS devices is 2.4mV-� m.

addition to a HP 3630A DC power supply, three instruments (Tektronix TLA7012 pattern

generator, Keithley 6485 picoammeter, Keithley 2400 source meter) were used. 500mV

was used for the drain to source voltage with 0V was applied tothe backplate for the

measurements shown. To verify the mismatch expected or meanvalue is centered at or very

near 0V, a compiled set of measurements is shown in Fig. 2.6(a). The threshold voltage was

extracted using the single point method using 100nA� (W/L).

2.3.2 AV t for FDSOI PMOS

In Fig. 2.7, theAV t for the 150nm FDSOI technology is derived from the slope of the

standard deviation of the mismatch values. For this technology the PMOSAV t was deter-
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mined to be 2.4 mV-� m. A value of less than 4mV-� m represents an improvement over

conventional bulk technology expectations [20]. This represents a signi�cant improvement

in the random variation component of the FDSOI technologiesover bulk CMOS technolo-

gies and a primary motivation for further exploration of this technology for future technol-

ogy nodes.

While technology solutions are adopted and continue to be evaluated to address the

random device variations that accompany scaling, SRAM devices are also subject to sys-

tematic or non-random components of variation. The next section addresses sources of

non-random device mismatch in the SRAM environment.

2.4 Scaling and sources of alignment sensitive mismatch

in dense SRAM

Because of its advantage in density, the type 4 topology remains the dominant cell

design in the industry and has been successfully migrated across technology nodes (90nm

to 32/28nm) in both bulk and SOI. However, a careful investigation of the rami�cations of

the continued scaling of this cell topology is warranted. Inaddition to added processing

complexity associated with the shared contact for this celltopology, the n+ to p+ space is a

cell area-limiting rule and appears twice in the cell (x) dimension, Fig. 2.2(a). As a result,

the design rules associated with this space are aggressively pushed. We will now discuss

how this can lead to a higher sensitivity to sources of non-random or systematic mismatch.

Reduced dimensions required for the sub-DRC SRAM bit cell as scaling continues be-

low 32nm will place increased demands on the alignment and printed dimension tolerances
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Figure 2.8: Schematic depiction of four alignment sensitive sources of potential non-
random mismatch in SRAM devices. (a) Lateral straggle withinSiO2, (b) lateral counter-
doping in gate polysilicon, (c) lateral straggle from resist sidewall, (4) halo shadowing.

required for large scale SRAM arrays. This is because of the yield sensitivity to the mis-

match in device threshold, and any systematic mean shift or variance which is non-random

(� V tmm 6= 0) will impact the soft fail limited yield.

The potential for alignment related mismatch sources is an important consideration

in future bit cell design. This can arise from several factors, and the type 4 topology,

while possessing a signi�cant DPF advantage over the alternatives, is particularly vulnera-

ble to this issue for reasons previously discussed. Fig. 2.8illustrates four alignment driven
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(a) Measured cell leakage cumulative distribution based on24k array showing

increased leakage due to lateral straggle of phosphorus inSiO2 during NWELL

implant.

(b) Simulated PWELL counter-doping due to lateral straggle of phosphorus in

SiO2 during NWELL implant with 30nm mask misalignment.

Figure 2.9: (a)Measured electrical impact on 65nm SRAM 24K array leakage due to lat-
eral straggle of NWELL phosphorus in the STI. (b) Simulated well contours showing ef-
fects of transverse straggle inSiO2 on the adjacent PWELL with 30nm misalignment of
the NWELL resist using 45nm pushed rules. Area labeled A is normal PWELL/NWELL
boundary, area B is counter-doped (n-type) region in PWELL resulting from phosphorus
lateral implant straggle in STI.
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sources that can introduce non-random sources of mismatch,(a) transverse or lateral strag-

gle inSiO2 [80], (b) polysilicon inter-diffusion driven counter-doping [53] [72], (c) lateral

ion straggle from the photo-resist [30] [76] [71], and (d) photo-resist implant shadowing

[32] [34]. Of these four mechanisms, (a) and (c) originate from higher energy well for-

mation implant conditions used in bulk CMOS processes, while(b) and (d) are consistent

with both bulk and SOI process technologies. In the following sections we investigate these

mechanisms and their impact on the SRAM devices. Hardware data and process simula-

tions are used to quantify the extent of mismatch from each ofthe mechanisms.

2.4.1 Lateral straggle inSiO2

The potential impact of transverse straggle in the SRAM cell devices arises from the

aggressive n+/p+ space used in the cell to gain density. Lateral ion scattering in the shallow

trench isolation (STI) oxide from the higher energy well implants can counter dope the

adjacent well edge (e.g. point A in Fig. 2.8a). The PD NMOS andPU PMOS devices are

most likely to be impacted due to their proximity to the well edge. Fig. 2.9(a) shows the

measured impact on the average bit cell leakage, as measuredin a 24k-bit array. Although

several methods of avoiding this mechanism can be taken, introducing an additional boron

implant into the PWELL at the appropriate depth,� 100nm in this case, can be used to

mitigate the electrical impacts.

Using dimensions and implant pro�les consistent with 45nm designs (n+ to p+ space of

90nm) an NWELL mask misalignment of 30nm is suf�cient to create a substantial counter-

doping path between the source and drain of the adjacent PD NMOS device, Fig. 2.9(b).

As scaling continues beyond 45nm, the well pro�les in bulk technologies will require op-
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timization along with aggressive well alignment and image size tolerances to prevent this

mechanism from impacting future SRAM devices.

This mechanism will impact devices only on one side of the cell for the type 4 topology,

thus creating a non-random device mismatch within the cell.Because the n+ to p+ space

is not a limiting rule for the type 1x cell, this mechanism is much less likely to be a con-

cern. Due to the symmetry properties of the type 1x cell, if lateral ion straggle in the STI

were to penetrate into the opposite polarity well, non-random mismatch would be observed

between devices in adjacent bit cells.

2.4.2 Polysilicon inter-diffusion

Although migration to metal gate began to occur at the 45nm node, some fabricators

have opted to remain with polysilicon gate electrodes [89].Polysilicon inter-diffusion is

also of signi�cant concern with scaling as n+/p+ space is aggressively pushed. The practice

of using a poly pre-doping step is commonly used to insure then+ polysilicon is degen-

erately doped. The alignment of this pre-doping mask as wellas the n+ and p+ source

drain implant masks must be carefully placed to avoid diffusion induced counter-doping

of the gate above the channel region of the complementary device as shown in Fig. 2.11.

Because the diffusivity is signi�cantly higher along the grain boundaries in the polysilicon

than in the single crystal, and because of the proximity of physical layout, gate counter-

doping can occur. Scaling the lateral dimensions without reducing the thermal budget or

alignment tolerance and/or bias will increase the sensitivity to the mechanism with scaling.

Fig. 2.10(a) shows the shift in PMOSV tsat as a function of proximity to the gate predoping

mask. Because the gate workfunction is also impacted, the standard deviation of the PMOS
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(a) Measured PU PMOSV tsat vs gate predoping mask proximity (dis-

tance B to C in Fig. 2.11). PMOSjV tj increases as the poly predoping

mask edge (C) becomes closer to the PMOS channel edge (B).
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(b) Measured PU PMOSV tsat standard deviation vs gate predoping mask

proximity (distance B to C in Fig. 2.11). A pronounced increase inV t

variation is observed as the gate predoping mask edge (C) becomes closer

to the PMOS channel edge (B).

Figure 2.10: Effect of proximity to gate predoping mask edgeon (a) PU PMOS Vtsat (b)
PU PMOS Vt standard deviation. Measured data from 65nm process technology where
symbols represent values measured from separate wafers.
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Figure 2.11: Cross section simulation illustrating the concern with poly inter-diffusion
across the narrow n+/p+ space in the dense SRAM environment with type 4 cell topology.
Region A shows the phosphorus encroachment over the channel region of the pull up PMOS
device altering the PMOS gate work function and threshold voltage (�; � ).

V tsat increases with phosphorus encroachment in the gate over thePMOS channel region,

Fig. 2.10(b).

For the type 4 layout topology, this mechanism can result in an asymmetric mean shift

in the pull up PMOSV t as well as an increase in the variance of theV t due to the impact

on the work function component of the variance in the threshold voltage as described in

(2.13). Because of the inherent sensitivity of this mechanism to the n+ to p+ space, the 1x

topology would provide relief in allowing a more relaxed alignment and image tolerance

speci�cation.
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Figure 2.12: Doping contour plot following an atomistic Monte Carlo simulation of the
PWELL deep implant (left). Variation in boron concentrationacross the silicon surface
as a function of proximity to resist edge (right). Doping pro�le taken at a depth of ap-
proximately 50nm. The resist is located from 0.5� to 1� on the X axis. Boron lateral
straggle emanating from the resist sidewall region during deep PWELL implant results in
near-surface concentration variation across the PD NMOS channel region (A).

2.4.3 Lateral ion straggle from the photo-resist

The physical mechanism of lateral dopant straggle stemmingfrom nuclear collisions

of the high energy implant species in the photo-resist has been previously documented

[30]. Depending on the implantation species and acceleration energy, this mechanism can

impact devices in proximity to the well edge at distances exceeding 1� m. Because of this,

this mechanism can impact both logic devices as well as the devices in the dense SRAM

cell. For bulk technologies requiring higher dose and energy well implants the effect is

more signi�cant.

The amount of near surface doping is proportional to the doseof the high energy implant
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used in the formation of retrograde wells. As shown in Fig. 2.12, using implanted B11

energy of 200keV with a dose of 3E13at=cm2, the near-surface doping is a function of the

distance from the resist sidewall.

Because the surface concentration is a function of the distance from the resist sidewall,

there is an alignment sensitivity for the SRAM devices. Because of the higher channel

doping levels and use of thin oxide devices used in most nanoscale SRAM cells, provided

deep retrograde implant doses are kept in this range, the impact of this mechanism on

nanoscale CMOS SRAM is expected to be limited.

Because of the dense bit cell layout requirements, the SRAM devices in bulk technolo-

gies are subject to this mechanism regardless of the cell topology. The implications of this

proximity mechanism for the bit cell are two fold. First, this mechanism can introduce

a threshold voltage offset in the SRAM devices with respect toisolated logic devices and

second, it is an additional source of non-random mismatch and variation in channel doping.

2.4.4 Photo-resist implant shadowing

Because of the photo-resist thicknesses during the halo implant step, implant shadow-

ing is another physical mechanism that becomes nearly unavoidable in the dense SRAM

designs. The halo or pocket implant, used to control short channel effects, is commonly

implanted at angles in the range of 30-45 degrees as a quad implant. Because of the pushed

rules in the SRAM cell, the thickness and proximity of the photo-resist will result in some

degree of implant shadowing in the dense SRAM devices. This has the potential of induc-

ing threshold voltage shifts in the SRAM devices relative to the logic devices and for the

type 4 topology, can also become a source of non-random mismatch. In addition to align-



Chapter 2: Variation: Sources of random and non-random device mismatch in nanoscale
SRAM 47

Figure 2.13: Measured hardware data showing effect of halo mask shadowing on narrow
NMOS threshold voltage from 65nm process technology. (Maskedge is orthogonal to gate
consistent with Fig.2.2.) Single points at 110nm and 50 are statistical outliers.

ment, this mechanism has the added variation components of resist thickness, and surface

corner rounding.

With the resist thicknesses and design rules used in high density SRAM, halo shadow-

ing, Fig. 2.8(d) will occur for at least one of the 4 quad implants for the PD and PG NMOS

devices. TCAD simulations of a narrow 45nm NMOS indicate thatthis effect can be on

the order of 50mV for a fully shadowed halo in the direction parallel with the polysilicon.

Measured electrical results Fig. 2.13 are approximately consistent with the process simu-

lation results and show a 56mV delta threshold voltage when the single quad halo (parallel

with the gate) is fully blocked.

Due to the symmetry of the type 4 cell, halo block mask misalignment will result in a

within-cell device threshold imbalance. As with the other alignment sensitive mechanisms

previously discussed, use of a more aggressive n+ to p+ spacewill need to be compensated
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Table 2.4: Dependencies and impacts of four mechanisms of non-random mismatch

Devices Topology 4 Topology 1x

Mechanism Primary dependenciesa impacted within cell mm adjacent cell mm

Implant straggle inSiO 2 Well dose, energy, species PD,PU � V tmm 6= 0 ; � V t;DF " � V tmm 6= 0 ; � V t;DF "

Polysilicon inter-diffusion Temp, dose, diffusivity PU � V tmm 6= 0 ; � V t;GW F " � V tmm 6= 0 ; � V t;GW F "

Lateral ion straggle in resist Well dose, energy, species PD,PG,PU � V tmm 6= 0 ; � V t;DF " � V tmm 6= 0 ; � V t;DF "

Halo shadowing resist thickness, halo dose, angle PD,PG,PU� V tmm 6= 0 ; � V t;DF " � V tmm 6= 0 ; � V t;DF "

adependencies in addition to n+ to p+ space, alignment, and CDvariation

with improved alignment and/or image tolerance improvement to reduce the sensitivity to

mismatch associated with this mechanism.

2.4.5 Mechanism impact summary

Table 2.4 summarizes the process dependencies, SRAM devicesimpacted, and com-

pares the net effect differentiated by cell topology choicefor each of the four mechanisms

investigated. The net device impacts associated with the four mechanisms previously dis-

cussed will be dependent on the bit cell symmetry. Due to the symmetry differences be-

tween topology 4 and 1x, any deviation in alignment will translate directly to either a mean

shift between device pairs within the cell or adjacent cell to cell device mismatch. The net

measured effect of non-random mismatch is identi�ed by the observation that (� V tmm 6= 0)

for the local device pairs.

In addition to non-random mismatch, the standard deviationin V t is also impacted by

these mechanisms. The increase in standard deviation, as observed with polysilicon gate

interdiffusion, can be large, Fig. 2.10(b), if the image tolerance, alignment, and additional

processing dependencies such as temperature, grain boundary diffusion, and implant dose

are not well controlled.



Chapter 2: Variation: Sources of random and non-random device mismatch in nanoscale
SRAM 49

While all four systematic mismatch mechanisms identi�ed aredependent on the n+ to

p+ space, because type 1x cell area is limited by rules other than n+ to p+ space, the im-

pact (assuming similar alignment and image tolerances) will be eliminated or signi�cantly

reduced for the 1x design relative to type 4. The amount of reduction will depend on the

fabrication process details, in-line controls, the speci�c mechanism, and degree to which

the n+ to p+ space can be optimally relaxed.

The density advantage of the type 4 topology would permit, ifdesired, optimized trade

off of either increasing the n+ to p+ space or tightening the alignment and image tolerances

of the implant blocking resist levels involved. Although the n+ to p+ space only occurs once

in theY1x dimension, the 1x topology does not offer an intrinsic advantage in sensitivity to

the n+ to p+ space. Taking the derivative of area with respectto (NP) for both topologies,

equations (2.2) - (2.6), reveals that2 � Y4 is equal toX 1x when (Lpu = Lpd). If the n+

to p+ space became a limiting rule for the 1x topology, both topologies would be roughly

equally impacted. However, because the rules for contactedgate to active area limit the 1x

topology height, the n+ to p+ space is signi�cantly more relaxed for this topology.

2.5 Non-random variation: Statistical infrastructure

A statistical infrastructure to establish the relationship between mismatch and margin

limited yield is outlined in this section. To assess the impact of the non-random mismatch,

the device threshold (Vt) will be treated as a continuous random variable. The 6T SRAM

margin variance (� 2
M ) can be expressed as the sum of the squared components comprised

of each of the 6 transistors shown in Figure 2.2. For reasons covered in the previous section,

the SRAM device pairs may not have identical variances and therefore should be treated
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independently for this analysis.

� 2
M =

6X

i =1

�
@M
@V ti

� V ti

� 2

(2.8)

The margin value may refer to the read static noise margin (RSNM) or write margin

(WM) for example. While it is commonly assumed that the population mean and variance

of each of the 3 pairs of transistors in the cell are equal, deviations from this assumption can

occur and are in�uenced by cell topology, process scaling and the used of pushed design

rules. The margin mean is expressed in terms of (Vt) using thetruncated form of the Taylor

series expansion [68] as:

� M � MV tnom +
1
2

6X

i =1

@2M
@V t2i

� 2
V ti (2.9)

The margin (MV tnom ) value at nominal Vt, refers to any margin which has a primary

dependency on the device threshold. The margin limited yield may then be assessed by

determining the fail probabilities. By accounting for the mean and variance components

individually the fail probability may be computed from the standard normal probability

distribution function (PDF). When no systematic or non-random V t mismatch exists, the

probability of failure (PT ) for the bit cell may be expressed as:

PT [M � 0] = 1 �
Z 1

0
f x (x)dx � erfc

�
� � Mp

2

�
(2.10)

where� � M is de�ned as( �M � 0)=� M . The probability is computed assuming a symmet-

rical 2-tail distribution to account for both states of the bit cell. When non-randomV t

asymmetry exists, the fail probability for the left and right side of the cell must considered

independently. This is expressed as:
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PT [M � 0] = PR [M � 0] + PL [M � 0] (2.11)

The yield for a large array with (Nb) bits is then computed from the binomial relation-

ship. Assuming no redundancy, the yield is given as:

YM = (1 � PT [M � 0])N b (2.12)

The margin mean and variance are explicitly dependent on thevariance in device thresh-

old voltage as described in (2.9) and (2.8). The more signi�cant underlying components

of the local variance inV t are due to dopant �uctuations (DF), gate work function (GWF),

and line edge roughness (LER). Treating these three components as independent random

variables, the total variance is expressed as shown in (2.13).

� 2
V ttotal

= � 2
V t;DF + � 2

V t;GW F + � 2
V t;LER (2.13)

Processes or design topologies which are more susceptible to increases in the variance

of any of these components are therefore less desirable. Thedopant �uctuations (DF ) are

comprised of both random dopant �uctuations as well as any process induced systematic

variations.

2.6 Quantifying the impact of non-random mismatch on

yield

Random variation in device threshold is anticipated with an expected mean of zero for

within cell mismatch. When non-random sources of mismatch produce a mean shift in
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(b) Impact of systematic mismatch on margin limited yield (2Megabit).

Figure 2.14: Impact of� V tmm 6= 0 on both RSNM and WM and margin limited yield.
Simulations performed using on commercial 45nm LP technology SRAM models without
the impact of increased variance.
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V tmm, such that (� V tmm 6= 0), an impact on the read static noise margin (RSNM), or

write margin (WM) may be observed. To illustrate this, marginsimulations are conducted

using a commercial 45nm LP technology. The impact of� V tmm on the mean RSNM and

WM is plotted in Fig. 2.14(a). The margin limited yield, Fig. 2.14(b) for a 2 Megabit array

is derived following (2.10), (2.11), and (2.12).

Given an equal amount of systematic mismatch, either withincell or adjacent cell-to-

cell, a similar net yield impact is anticipated. This point is made by a consideration of

the symmetries involved. For example, given the type 4 layout, the kinds of non-random

mismatch described could result in the fail probability (P[M � 0]) for one of the two nodes

becoming larger with respect to the other across the entire array. Alternately, for the type

1x symmetry, an adjacent cell-to-cell mismatch would be observed where the probability

(P[M � 0]) for both nodes in every other cell in the array would be consistently increased.

If both type 4 and 1x layout topologies were equally susceptible to the sources of non-

random mismatch, the net impact on large array yield would therefore be negligible.

The effect of a non-random threshold shift (within cell or cell to cell), shown on the

x-axis, is in addition to the background random variation that is present in the statistical

models. For this technology, the PG NMOS exhibited the highest degree of margin sen-

sitivity. At nominal voltage (1.1V) and room temperature, this bit cell is RSNM limited

therefore the observed yield impacts, Fig. 2.14(b), are pronounced as the PG NMOSV t is

lowered. The RSNM and corresponding limited yield is adversely affected by both positive

or negative shifts in the PD NMOSV t. The PU PMOS has a more limited overall impact,

lowering the RSNM limited yield as it becomes weaker.
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2.6.1 Identifying non-random variation

The detection of alignment driven non-random offsets may prove to be dif�cult follow-

ing typical manufacturing test restrictions. Although a large sample size may be accumu-

lated or exist for the bulk population, alignment will vary for individual lots. The sample

size required to detect a 10mV offset in the sample mean (d� V tmm ) with 95% con�dence

will be on the order of 60 or more as given by (2.14) which may exceed the number of

samples tested for a given lot or batch of wafers run with a given alignment. If alignment

and printed dimensions are centered and normally distributed, the entire population ofV t

mismatch (right - left) will also be Gaussian in distribution. Systematic offsets in image

critical dimension (CD) or alignment will impact the total population.

The population standard deviation can be derived from the unbiased estimator,d� V tmm ,

having a con�dence interval as de�ned in (2.15). A method using Fourier analysis to sep-

arate the global variation sources from short range (mismatch) sources such as random

dopant �uctuations (RDF) can also be applied to the SRAM devices [69]. To quantify the

base lineAvt expectation for a given technology [33], care is taken to eliminate channel

proximity to drawn corners, well edges or block-level-resist edges. Characterizingd� V tmm

for identically drawn device pairs in close proximity across a range a channel areas provides

the technology base line for NMOS and PMOS devices.

SRAM device pairs within a cell or cell to adjacent-cell are inclose proximity and

are drawn identically, however they are subject to additional sources of variation. These

additional sources of dispersion in mismatch may be attributed to the pushed rules and

layout topology used in the 6T bit cell. For advanced nanoscale technologies the threshold

mismatch values measured for larger L dimensions are observed to fall on a different slope
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than that of the minimum L [39] [10], therefore the Avt slope should be derived using the

same L values as used in the cell.

Because the alignment sensitive occurrences of non-random mismatch can be limited

to individual groups of samples, detection can be a challenge. A brief description of an

approach for determining if such a condition exists is brie�y summarized to illustrate a

simple case where the sample variances can be assumed to be equal. Because the expected

value of the paired data sample (V tr � V tl) mismatch mean is always zero, this is the null

hypothesis. The con�dence interval for testing this hypothesis is given by:

� V tmm � t �= 2

�
d� V tmmp

N

�
(2.14)

whereN refers to the sample size,d� V tmm is the sample standard deviation andt �= 2 is the

test with speci�c signi�cance,� with (N � 1) degrees of freedom. The� 2 distribution

may be used to determine the con�dence interval on the samplevariance. The con�dence

interval may be expressed in the form of a probability, as:

P

"
(N � 1) d� 2

V tmm

� 2
N � 1;1� �= 2

� � 2
V tmm �

(N � 1) d� 2
V tmm

� 2
N � 1;�= 2

#

= 1 � � (2.15)

where the probability,P, (with signi�cance level� ) that the population variance lies within

the de�ned intervals as de�ned by the� 2 distribution.

2.7 Conclusions

Dopant �uctuations in nanoscale SRAM devices may be attributed to both random and

non-random components. Cell layout topology, process scaling, and pushed design rules

used in dense SRAM bit cell designs can in�uence the susceptibility to non-random mis-
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match in present and future nanoscale SRAM devices. Four potential sources of non-

random device mismatch that can impact dense SRAM designs were investigated. Two

different bit cell topologies were considered to demonstrate how systematic mismatch de-

creases the margin limited yield in both topology types. Forthis reason, reduced dimen-

sions required for the competitive SRAM bit cell as scaling continues below 32nm will

place increased demands on the alignment and image tolerances required for large scale

SRAM arrays.



Chapter 3

6T SRAM cell topologies for sub-22nm

3.1 Introduction

The extent to which the 6T bit cell can be extended through continued scaling is of

enormous technological and economic importance. This chapter further addresses the chal-

lenging and complex cell design constraints being faced by the industry in CMOS process

technology today and develops an alternative bit cell layout topology. Understanding the

speci�c lithographic limitations and the mechanisms whichdrive systematic mismatch pro-

vides direction in identifying more optimum solutions. At the time of this work, the worlds'

leading advanced silicon providers are developing and perhaps qualifying the 22nm (or

22nm/20nm) generation technologies, and work is underway on the 16/15nm node.

Beyond 22nm, it is certainly less clear if the planar 6T cell will maintain its dominant

role in microprocessor cache, ASIC and mobile computing applications. This will depend

on many factors such as continued advances in lithography, the successful incorporation

of circuit assist methods [57], improved manufacturing practices for SRAM, and emerging

57
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technology options to address variation. Additionally, the bit cell design may continue

to evolve and adapt to the lithographic capabilities and constraints. In this chapter, the

learning from chapter 2 is incorporated and expanded to develop the proposal of a new 6T

bit cell topology for future nanoscale SRAM technologies.

The success of the (type 4) bit cell topology used in today's 6T SRAM is evident by

its ubiquitous use in the advanced VLSI (65nm and below) technologies. Despite the

widespread use of this bit cell, there are emerging challenges as scaling continues. The

central question addressed in this chapter is, given the widespread use and acceptance of

the type 4 topology as the optimal solution, “Do competitive6T alternative topologies exist

for 22nm and beyond, and if so, what might they be?”

3.2 Constraints and metrics for future nanoscale 6T bit

cell

The desired attributes for the next generation bit cell topology would include high den-

sity, reduced lithographic and manufacturing complexity,low bit line capacitance, and

elimination or reduction of the sources of systematic mismatch. At 22nm, the use of 193nm

immersion lithography and double patterning will be employed by the leading advanced sil-

icon providers to meet the aggressive layout dimensions required. For nodes below 22nm,

extreme ultra violet (EUV) with a wavelength of 13.4nm will be phased in for the most

critical layers. These changes may serve as a driving force for continued evolution of the

6T layout topology.

Reduced variation from lithographic sources, will continueto drive geometric simplic-



Chapter 3: 6T SRAM cell topologies for sub-22nm 59

ity, pattern regularity, �xed pitch regulations and will continue to rely heavily on optical

proximity correction (OPC) algorithms to meet the growing complexity [49] [38]. The use

of double patterning is now commonly practiced for the gate level and pitch doubling tech-

niques are being developed with renewed emphasis. Mask costs continue to increase with

each new node, and the need for improved overlay or alignmenttolerances drive increased

costs of the stepper tools.

Printing the SRAM cell shared contact and conventional contact using the same mask

level has been highly challenging and becomes more so as scaling continues. Elimination of

right angles and jogs in the printed gate structures has beenadopted for image control and

integrity. Additional restrictions on gate direction and pitch are commonly implemented

to provide further image �delity. These factors converge toprovide constraints on the cell

designs for future technologies. These evolving constraints are becoming more restrictive

with each node and effectively limit the viable set of 6T topologies for future nodes.

For the industry standard (type 4) 6T bit cell topology, there are several areas that are

becoming more dif�cult with continued scaling. Two areas speci�cally highlighted are:

1) the metal 1 (M1) pattern required (Fig. 3.1) for the type 4 bit cell retains the relatively

complex orthogonal directionality of the short lines [26],and 2) the jogs in the active silicon

region, used to achieve a desired pull down to pass gate ratiofor cell stability during a read

access, are subject to signi�cant rounding.

Given the growing lithography restrictions with scaling and the known 6T topologies

[37], discussed in chapter 2, only two existing 6T topology options appear viable for further

development. The topology that is currently the industry standard 6T cell (type 4) and a

variant of the type 1 as covered in chapter 2.
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Figure 3.1: Type 4 6T layout (as shown in chapter 2, with the added drawn M1 layer.
Depicts M1 layer pattern similar to that shown in reference [26], where the 'L' shaped
pattern used in prior generations is eliminated to further simplify the required pattern.

In light of this, a re-examination of Ishida's four base layout categories may be useful

to determine if additional suitable base category alternatives may exist. In this work, it is

proposed that the four categories may be expanded to �ve as shown in Fig. 3.2. A new base

category is achieved by shifting the placement of the cross coupled inverters so that the gate

of the second inverter is in line with the contacts of the �rstinverter [59]. This new category

provides a third viable 6T cell option, consistent with the deeply scaled CMOS lithographic

restrictions and exhibiting many of the desired characteristics for further investigation.

The full 6T topology for this category 5 topology is shown in Fig. 3.3(a). There are po-

tentially several advantages for future generation technologies with this new layout topol-

ogy. First, the metal 1 (M1) complexity is reduced, further simplifying the required pattern

compared the type 4 cell. Second, the cell height is further reduced (in the bit line direc-

tion) which allows for a reduced bit line capacitance and third, the jogs in the active silicon

region are eliminated. This third point and its potential importance is explored in the next
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Figure 3.2: An additional category for the 6T layout is proposed. The cross coupled invert-
ers are now shifted so that the gate of the second inverter is in line with the contacts of the
�rst inverter.

section.

The shared contact is expected to have a similar complexity level as the type 4 where the

shared contact 'bar' and conventional contact 'square' regions are printed using the same

mask. An alternative layout scheme extends the shared contact across diffusion regions of

the opposite inverter. This alternative layout Fig. 3.3(b), requiring an elongated 'shared

contact' may offer unique options that will be discussed in more detail later.

3.2.1 Additional sources of device variation in SRAM

Sources of non-random mismatch associated with dense nanoscale SRAM devices dis-

cussed in chapter 2 speci�cally addressed the systematic sources of mismatch which were

due to variations in channel doping (both random and systematic). The general subject

of non-random variation in dense SRAM devices may be further expanded to include the

geometric sources of mismatch. These arise from the non-ideal environment associated
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(a) Version 1 of new category 5 6T bit cell topology (type 5).

(b) Version 2 of new category 5 6T bit cell topology with extended shared contact(type

5e).

(c) Version 3 of new category 5 6T bit cell topology with replacement gate and buried

contact(type 5b).

Figure 3.3: Various layout options for new category of ultra-thin (UT) 6T bit cell topol-
ogy with reduced M1 lithography complexity, reduced bitline capacitance, and reduced
mismatch due to corner rounding in the active silicon.
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with pushed design rules, variation in alignment and additional lithography effects such as

corner rounding and line end foreshortening. These effectsare layout topology dependent

and can also contribute to the overall mismatch in the dense bit cell devices. Accounting

for these additional components, the total variance is thenexpressed more fully as:

� 2
V ttotal

= � 2
V t;DF + � 2

V t;GW F + � 2
V t;LER + � 2

V t;W ef f + � 2
V t;Lef f (3.1)

where the �rst term,� 2
V t;DF , captures the variation in channel doping due to both random

and sources of systematic variation described previously.The second term,� 2
V t;GW F cap-

tures the variation associated with the gate work function.The last three terms in (3.1)

capture the physical or geometrical variation. While line edge roughness (LER) plays a

role in the ideal logic mismatch, the last two terms are typically neglected due to the prox-

imity assumptions of the drawn ideal mismatch structures. As illustrated in Fig. 3.4, this is

not always the case for the dense SRAM devices.

The geometry of the right(N4) and left(N3) devices, Fig. 3.4, become increasingly dis-

similar as a function of alignment. Additional variation inthe Leff (not shown) can arise

from similar arguments when line end foreshortening coupled with corner rounding are

captured for this layer. Although alternate notchless celloptions have been proposed previ-

ously [92] [42] [43], to avoid this form of within-cell mismatch, they have not been adopted

by the industry.

3.2.2 Estimation of the new 6T bit cell area

By using the set of pushed layout rules, given in chapter 2, optimized for the type

4 layout, the bit cell area for this topology may be estimatedfor comparison purposes.
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(a) Active region corner rounding illustrated (solid linesoutline of active region)

with nominal gate to active alignment.

(b) With misalignment the PD NMOS devices become geometrically mismatched

due to corner rounding effects associated with the jog.

Figure 3.4: Illustration showing impact of gate misalignment on the device geometries. The
devices circled exhibit different width characteristics and the width of N3 is effectively less
than that of N4.

Following the pushed scaling rules de�ned in chapter 2, theX 5 dimension is estimated to

be approximately:

X 5 = 2 � (
1

2
(CW) + ( GCA) + ( Wpg) + ( GPA) + ( TT) + ( GPA)+

(Wpd) + ( NP ) + ( Wpu) +
1

2
(AA))

(3.2)

and the dimension (Y5) is calculated to be:

Y5 = 2(
1

2
(CW) + ( GC)) � (

1

2
((CW) + CS + CW)�

(CW � max(Lpd; Lpu))))

(3.3)
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Figure 3.5: Type 5, 6T layout with the area limiting rule assumptions highlighted.

Using consistent assumptions theY5 estimate of 6.5� represents more than a 13% reduction

in the bitline length over the array. This directly corresponds to improved access speed. The

cell area is therefore:

A5 = 6:5� � (14:7� + 2� (Wpu+ Wpg+ Wpd)) (3.4)

Using scaled and equivalent device dimensions a comparisonof the calculated bit cell

area results in 168.35� 2 for cell type 5, and 142.45� 2 for type 5e, compared to the 120� 2

estimated for the type 4 cell. The limiting design rules usedto calculate the type 5 cell

dimensions are highlighted in Fig. 3.5.

The second layout method which utilizes the extended sharedcontact (referred to as

type 5e) is used to illustrate the potential area improvement that could be obtained by using

a pitch doubling technology. While the assumedX 5 value will remain equivalent to the the

type 5, theY5 value could be further reduced by:

Y5e = 2(
1

2
(CW) + ( GC) + max(Lpd; Lpu; Lpg) +

1

2
(GS)) (3.5)
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Figure 3.6: Calculated area for topology 5 cell across multiple technology nodes.

The area for the type 5e becomes:

A5e = 5:5� � (14:7� + 2� (Wpu + Wpg+ Wpd)) (3.6)

The type 5b example demonstrates the potential for further development. The potential

synergy with the replacement gate process option used by some to combine the gate and

shared contact patterning is clearly and interesting possibility for further exploration. By

replacing the three 'in-line' shared contacts shown in Fig.3.3(c) with shared buried contacts

(patterning the gate and shared contact in one step) is an area for further investigation. If

the shared contact layer is separate and isolated from the conventional contact, the cell can

be wired very simply with VDD, VSS,BL and BLB running vertically (y-direction) using

the M1 layer and with the WL on M2 completing the 6T design running horizontally. This
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Figure 3.7: Cross section view of gate pattern method where array is �rst patterned by a
series of continuous lines using sidewall image transfer technology.

is an area for future exploration since the advantage of reduced required metal levels to

complete the cell could offer savings in cost and free up M3 wiring channels across the

array for logic routing.

A process �ow and full array layout is next developed to further demonstrate the poten-

tial advantages of this new cell topology. Optimum gate spacings may be obtained using

a pitch doubling technique which also provides a means of achieving the optimum line

spacings. A cross section process �ow for this is given in Fig. 3.7.
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A top down view showing the active regions in an array segment, with the continuous

lines formed following the �ow in Fig. 3.7 is shown in Fig. 3.8(a). The cut mask is then

used as shown in Fig. 3.8(b) to complete the gate pattern. The�nal gate pattern is then

created as shown in Fig. 3.8(c). A dashed rectangle outlining the boundary of a single bit

cell is replicated for continuity across Fig. 3.8, Fig. 3.9 and Fig.3.10.

An insulating dielectric is then applied followed by a chemical mechanical polish (CMP)

to planarize the surface and expose the top of the gate pattern sacri�cial material, Fig. 3.9(a).

The original gate sacri�cial material is then removed and the gate dielectric material (e.g.,

high-� ) is deposited. A buried contact mask is used to remove the gate dielectric in re-

gions where the buried contact is desired. The gate materialis then deposited followed

by a CMP to planarize and self-align the gate material and gatedielectric to the prede�ned

openings, Fig. 3.9(b). An additional insulating dielectric is deposited and the contact mask,

etch, deposition and CMP is used in the conventional way to form the contacts as shown in

Fig. 3.9(c).

To complete the wiring, which requires only two metal levels, the M1 lines may be

either printed as continuous lines, followed by a cut mask orprinted with a single mask

depending on the speci�c constraints and tolerance requirements. All M2 lines are unidi-

rectional with this cell layout topology as shown in Fig. 3.10(a). Only one M2 to M1 via

per cell is required, Fig. 3.10(b), to allow the word line connection at M2. The M2 lines

follow a regular unidirectional pattern as shown in Fig. 3.10(c). The array required M2

line/space will be much more relaxed than the typical minimum M2 pitch and and may

permit additional wiring tracks for global signals or logicas needed.

Using a consistent set of pushed SRAM layout rules, the newly de�ned bit cell does
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(a) After processing shown in Fig. 3.7.

(b) Gate cut mask.

(c) Final gate pattern.

Figure 3.8: Top view of an array gate segment showing patterned active silicon regions
and the gate de�nition sequence. (a) Continuous gate lines running horizontally (following
processing shown in Fig. 3.7). (b) Dual pattern gate cut maskindicating openings in resist
to allow completion of the gate pattern. (c) Following dual pattern cut mask processing,
the �nal gate pattern is completed. The dashed rectangular region outlines area of a single
bit cell.
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(a) After CMP and sacri�cial gate material removal.

(b) Gate deposition and CMP.

(c) Conventional contact formation.

Figure 3.9: Top view showing array buried contact and �nal gate processing sequence. (a)
Top view of array segment showing areas where the gate sacri�cial material was removed.
(b) After dielectric deposition, buried contact mask processing, gate deposition and CMP.
(c) Array segment after conventional contact formation steps. The dashed rectangular re-
gion outlines area of a single bit cell for continuity with the previous �gure.
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(a) M1 pattern (unidirectional vertical lines).

(b) Through V1.

(c) M2 continuous unidirectional horizontal lines.

Figure 3.10: Top view of array segment showing M1 through M2 patterned regions. (a) Top
view showing M1 pattern of unidirectional lines running vertically. (b) Top view of V1.
Only one via per cell is required for this cell topology. (c) Top view of M2 lines running
horizontally. The dashed rectangular region outlines areaof a single bit cell for continuity
with previous �gures.
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Table 3.1: SRAM cell metric comparison

cell type

Metric 4 5 5e 5b

Number contacts 6 8 4 4

Number shared contacts 2 2 2ea 2bb

Cell area (� 2) 120 168 142 142

LBL (� ) 7.5 6.5 5.5 5.5

Number Metal levels 3 3 3 2

adesignation 'e' refers to extended shared contact)
bdesignation 'b' refers to extended shared/buried contact)

not achieve the density calculated for the type 4 layout. This is partially due to the fact

that the pushed rules used today are clearly optimized for the type 4 layout topology. The

calculated cell areas based on the equations given here and published 6T bit cell areas are

shown in Fig. 3.6. It is not clear if the deviation from 120� 2 is driven purely by W and

L up-sizing or if lithography limitations are playing a larger role. This deviation from the

traditional scaled area may indicate that the type 4 layout is hitting limitations in scaling

which will renew interest in alternative topologies such asproposed here.

A comparison of bit cell metrics which highlight the key differences by cell type is

given in Table 3.1.

A comparison of bit cell metrics which highlight the key differences by cell type is

given in Table 3.1. The bit cell area, BL length (LBL ), and number of required metal levels

is summarized. Because the number of contacts required per cell is also a metric of interest,
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this metric highlights an additional advantage of the type 5topology.

The new 6T cell layout allows active silicon regions, gate, M1 and M2 to be printed

as a series of straight unidirectional lines across the array, as shown in Fig. 3.10 for a

fully wired type 5e drawn array segment, eliminating the need for complex shapes corners

and jogs. Active silicon, gate and M1 may be completed with a cut mask layer. Reduced

systematic mismatch in the pull down NMOS devices as a resultof the elimination of jogs

in the active silicon. An improvement of 13% or more in read access delay may be realized

due to reduction in the bit line length.

3.3 Conclusions

As layout dimensions continue to be reduced, lithographic considerations will impose

additional constraints on the layout of future nanoscale SRAM layout. Previously identi-

�ed 6T bit cell topologies offer few alternatives for further exploration beyond 22nm. A

new 6T topology is proposed in this work which may offer improved compatibility with

future lithography restrictions and provide some additional advantages over the existing

type 4 topology. Based on this analysis, an area penalty of approximately (18� 40%) will

need to be weighed against the advantages of reduced alignment sensitive geometric mis-

match, improved performance through reduced BL capacitanceand reduced lithographic

complexity.



Chapter 4

Coping with variability: Circuit Assist

Methods

4.1 Introduction

Large scale 6T SRAM beyond 65nm will increasingly rely on assist methods to over-

come the functional limitations associated with scaling and the inherent read stability/write

margin trade off. The primary focus of the circuit assist methods has been improved read

or write margin with less attention given to the the implications for performance. In this

chapter margin sensitivity and margin/delay analysis tools are introduced for assessing the

functional effectiveness of the bias based assist methods and show the direct implications

on voltage sensitive yield. A margin/delay analysis of biasbased circuit assist methods

is presented, highlighting the assist impact on the functional metrics, margin and perfor-

mance. A means of categorizing the assist methods is developed to provide a �rst order

understanding of the underlying mechanisms. The analysis spans four generations of low

74
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power technologies to show the trends and long term effectiveness of the circuit assist tech-

niques in future low power bulk technologies.

The 6T SRAM cell design has been successfully scaled in both bulk and SOI down

to the 32/28nm node and has remained for more than a decade thedominant technology

development vehicle for advanced CMOS technologies. Reduceddevice dimensions and

operating voltages that accompany technology scaling haveled to increased design chal-

lenges with each successive technology node. Large scale 6TSRAM beyond 65nm will in-

creasingly rely on assist methods to overcome the functional limitations imposed by scaling

and the inherent read stability/write margin trade off. An objective metric based method-

ology is developed for the evaluation of scaled CMOS technologies to provide guidance

in the selection of assist methods. This chapter explores various assist options given the

technological constraints, functional boundary conditions and scaling trends that must be

addressed for successful migration beyond 32nm.

4.2 Background and Motivation

A unique feature of the 6T SRAM is an inherent balance between stability when holding

data during a read or non-column selected write access and the ability of the cell to be writ-

ten. This fact means that the device dimensions and threshold voltage targets established

for the SRAM devices are a compromise by design. The ability toread and write will be

characterized in terms of margins to assess the functional implications. These margins, will

be referred to as write margin (WM), and read static noise margin (RSNM) or static noise

margin (SNM), tend to decrease with scaling. When this fact isconsidered in context with

the growth in bit count and increased variability with each successive generation, we may
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better comprehend the true nature of the mounting concern. This work seeks to explore the

circuit options that may be needed to overcome the collapsing window of functionality and

to provide a methodology for evaluation of the circuit assist options.

With continued scaling, circuit assist techniques will become necessary to preserve the

6T cell functional window of operation as scaling continues. A variety of SRAM func-

tional assist methods have been proposed, however there remains no clear agreement in the

industry as to which method or combination of methods will emerge as the more optimal

solution. Moreover, different works compare the assist features in varied settings of tech-

nology node and technology type, but little detail is given on the trade offs involved in the

selection process. Therefore, one goal of this chapter is todevelop an objective, metric

based methodology to provide guidance for selecting an optimum assist feature for a tech-

nology platform. A second objective is to explore the impactof CMOS scaling trends on

the robustness of various assist methods.

Circuit assist techniques will become increasingly necessary to preserve the 6T cell

functional window of operation as scaling continues. A range of SRAM functional assist

methods have been proposed and discussed, however there remains no clear agreement

in the industry as to which method or combination of methods will emerge as the more

optimal solution. While different works compare the assist features in varied settings of

technology node and technology type, often little detail isgiven on the trade offs involved in

the selection process. Although power and cost are clearly important factors in determining

the optimal assist method, it is �rst necessary to determineif an assist method will meet the

functional margin and delay requirements. Once the assist methods that meet the functional

requirements are established, the power and implementation costs can by weighed. The
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goal of this work is to provide an approach for assessing the functional effectiveness of the

assist methods. A second objective is to explore the impact of CMOS scaling trends on the

robustness of various assist methods. The speci�c contributions of this chapter include:

� A margin/delay analysis method is developed for the evaluation of the functional

effectiveness of circuit assist methods in 6T SRAM.

� A concurrent analysis across four technology nodes to explore the potential impacts

of scaling in low power bulk CMOS technologies.

� A concise overview, and method for categorizing the 6T SRAM assist options.

4.3 Assist categories

A categorization of the assist methods is introduced to establish a systematic means

of characterizing the range of circuit assist techniques used in this discussion. For a given

foundry cell design, there are three distinct circuit typesor categories to address the reduced

window of functionality for the 6T SRAM:

1. Altering noise source amplitude or duration through the access transistor,

2. Modi�cation of the latch strength or voltage transfer characteristics of the latch in-

verters,

3. Avoidance or masking by design or architecture methods.

While category 3 is included for thoroughness and encompasses a range of approaches

including ECC masking or prohibiting the half select issue during a write operation [16],

the scope of this work will focus on the bias based methods as de�ned by type 1 and 2. A
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categorized summary of the bias based circuit assist methods is shown in Table 4.1. The

assist type given in Table 4.1 provides the primary mechanistic explanation for the assist

method effectiveness. While the category types are useful for quickly analyzing the various

assist techniques, they are not fundamentally exclusive, and in some cases both mechanisms

in�uence the net assist effectiveness as will be discussed in more detail in section 4.7.

The read and write assist methods listed in Table 4.1 can and in many cases are used

in combination, and most can be implemented in either a static or dynamic mode. The

categories can be further distinguished by the voltage terminal or terminals which are ma-

nipulated. For example a change in the WL voltage would involve modifying one voltage

level while a change in the global VDD would involve changingthe voltage on 5 of the

7 available terminals associated with the 6T SRAM cell (VDDc,NWELL, WL, BL and

BLB). Increased global VDD is unique for several reasons and will be discussed in more

detail in section 4.6. Modi�cation of the cell design parameters such as device W,L, or

device threshold voltage by process change or by means beyond the control of the circuit

designer, are outside the scope of this body of work.

4.4 Review of assist methods

A brief overview of circuit assist methods published over the last �ve years will support

the objectives of this chapter, but the large number of publications prevents an exhaustive

review here. It is suf�cient for this purpose to provide a sample of the options that have

been proposed and to allow us to discuss some of the major advantages and disadvantages

in context of the categories and terminal access options given in Table 4.1.
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Table 4.1: Summary of SRAM circuit assist methods with predominant assist type

Read Assist Type Write Assist Type Terminal(s)

Raise VDD 2 Raise VDD 1 globala

Raise VDD at cell 2 Reduce VDD at cell 2 VDDc

Reduce VSS at cell 2 Raise VSS at cell 2 VSSc

WL droop 1 WL boost 1 WL

Reduce Q on BLsb 1 Increase (BL-BLB) 1 BL& or BLB

Weaken pass gate NMOS 1 Strengthen pass gate NMOS 1 array PWELLc

Strengthen pull-up PMOS 2 Weaken pull-up PMOS 2 array NWELL

aVDD applied to terminals VDDc, WL, NWELL, (BL and BLB for read, BL or BLB for write)
breduced voltage or capacitance on BL
cWell bias also modulates pull-down NMOS device in most bulk technologies

Figure 4.1: Schematic timing diagram representations for read assist (a) raised array global
VDD, (b) negative VSS at the cell, (c) VDD boost at the cell and(d) WL droop.� represents
the time for the sense ampli�er to set. Text box denotes modulated terminal(s).
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Figure 4.2: Schematic representations for write assist (a)negative BL, (b) raised VSS at the
cell, (c) VDD droop at the cell and (d) WL boost. Text box denotes modulated terminal(s).
Node voltage Q represented by dashed line in schematic timing diagram.

4.4.1 Read Assist

Those read assist methods categorized as type 1 include methods that reduce the noise

source amplitude or duration, which impact the storage latch. These include the method

of write-back [70][44][46], reduced word line gate voltage[66][29][84][61][64], increased

word line (pass gate) threshold voltage through body bias [62][91], and reduced bit line

charge by lowering the voltage or capacitance [44][8][9][1]. The methods categorized as

type 2, which are intended to improve the resilience of the latch, are increased array VDD

[29][18][19][95][92], decreased array VSS [84]and reduction in the absolute value of the

SRAM pull up PMOS threshold voltage [62]. While some techniques such as write-back

(or read-modify-write) are purely dynamic in nature, thosetechniques which involve alter-

ing the well (NWELL or PWELL) bias are proposed as primarily static implementations

due to the large RC delay or layout complexity that would be involved in making this

technique dynamic. The embodiments proposed as assists in [62][90] are essentially �xed

biases set at one point in time to provide some compensation for global variation.
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4.4.2 Write Assist

A roughly equal number of publications are invested in the challenge associated with

writing the 6T SRAM. The read/write assist symmetry observedfrom table 4.1 is worth

noting, and all but one method (increased global VDD) have the not so surprising op-

posite effect on read stability versus ability to write. Publications that address the chal-

lenge of writing the cell following category 1 (increased amplitude or duration of the

write signal through the pass gate device) have proposed some form of boost to the word

line gate voltage [29][18][35][19] or negative bit line voltage [84][77][64] to increase the

VGS of the pass gate device. Those publications that addressimproving write margin by

means of reducing the latch strength include reducing the array supply voltage VDDc [22]

[70][66][29][61][91][95], raising the array VSSc [8][94][79], or reducing the strength the

pull up PMOS by NWELL bias [62][90].

4.5 Assist Metrics

The primary objective of this work will be focused on the functional metrics of margin

sensitivity and performance. The metrics of power and cost will be addressed in section 4.7

in context of this primary objective. In this section we de�ne and quantify of the margin

and performance metrics used in this analysis.
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4.5.1 Margin Sensitivity

The margin sensitivity is de�ned as the change in margin withrespect to the change in

applied assist bias voltage for a given technique. This is expressed as:

Sensitivity =
@(Margin )

@V
(4.1)

Margin may refer in this case to either SNM or WM. To compare themargin sensitivity

of the speci�c assist methods, noise margin analysis is performed using custom predictive

technology models (PTMs)[97][12] using pre-de�ned scaledSRAM dimensions consistent

with the dense SRAM published values. The de�ned margin sensitivity is a useful metric

for quantitatively comparing assist method effectiveness. It is applicable to all bias based

assist methods, provides an objective means of comparing the assist methods to one another

and also across the technology nodes.

Because bias limitations of some form exist for all assist methods, the margin sensi-

tivity provides a means of quantitatively determining the attainable margin improvement.

Depending on the assist method used, different limiting factors will constrain the terminal

bias values that can be applied. In the case of boosting schemes such as +WL(write), neg

BL(write), +VDDc(read) or -VSSc(read), the common limitingfactor is the technology

Vmax. Voltage suppression schemes such as +VSSc(write), -VDDc(write) or -WL(read)

are limited by different mechanisms. For example, the bias used collapsing the supply volt-

age (+VSSc or -VDDc), becomes limited by data retention fails for unaccessed cells that

share the collapsed supply. For -WL(read), performance limitations can quickly limit the

allowable bias available for read stability margin gains obtained with reduced word line

voltage.

The nominal VDD is based on published industry values for thenodes of interest. The
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Vdd values used were 1.2V, 1.1V, 1.1V and 1.0V for 65nm, 45nm,32nm, and 22nm re-

spectively. As part of the methodology de�ned in this investigation, particular emphasis is

placed on the speci�c conditions that represent the worst case operation voltage (Vwc) for

the technology. Vwc is de�ned as the minimum voltage at whichthe SRAM must be able

to perform both a read and write operation across the entire array without failure. Thus, one

must ensure that the VDDmin1 for a given array is at or below our prede�ned Vwc for each

technology node. Because Vwc is recognized as technology andapplication dependent,

0.8X the nominal VDD will be used as this value. This condition accounts for factors such

as voltage droop, NBTI shifts over the product lifetime, and testing equipment variability.

In addition to the shift in the mean margin value, variation and the impact of the assist

methods on the margin distribution is also examined in section 4.6. This is a critical point

since the ultimate goal of the assist technique is to improvethe yield at the Vwc or lower

the VDDmin of a particular array.

4.5.2 Performance

The performance for a given assist method is evaluated usingwrite delay for the write

assist method and the time required for bit line signal development for read assist. For

this analysis, a concern about the deltas between techniques exists. This simpli�es the

analysis and allows us to focus speci�cally on the two performance components of interest.

The delay can be reduced to the time required to charge the word line (� W L ), plus the

time required to develop a suf�cient differential voltage on the BL (� � BL ) to set the sense

1While non-foundry or in-house designs may have the �exibility to push the operation voltage to the
empirically de�ned VDDmin, foundry based design kits frequently specify a valid model operation voltage
range. Designing outside this speci�ed range (below Vwc) may produce invalid results.
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ampli�er.

� read = � W L + � � BL (4.2)

To brie�y illustrate how the assist method may impact the� Read, the read assist method

of reduced WL voltage is considered. For this example, the� W L will be reduced, while the

� � BL will be increased.

Following a similar approach as with the read performance evaluation, considering the

deltas associated with the assist methods for comparison purposes, the write performance

(� write ) estimate will require three components as given in (4.3).

� write = � BL + � wcell + � W L (4.3)

The value� W L is consistent with the previous de�nition, and� BL is the delay (or part of the

delay that does not overlap with� W L ) required to establish the BL-BLB voltage differential

for the write operation.� wcell is the delay associated with the cell state change given the

applied BL differential and WL voltage. Simulations will be used to quantify� wcell in this

study.

4.5.3 Margin/delay analysis

A margin sensitivity factor and performance factor will be employed to derive a �nal

effectiveness factor and a graphical (margin/delay) spaceanalysis will also be used [56].

To illustrate the margin/delay approach, Fig. 4.3 shows a schematic diagram depicting

the desired functional window, delineated by the margin anddelay requirements of the

memory. As the VDD is reduced to Vwc, the read/write margins and corresponding per-

formance degrade. Use of assist methods generally improvesmargin and in most cases
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delay to some extent. Plotting the margin versus delay of a memory with varying amounts

of assist bias will illuminate the most effective assist methods for a given technology and

set of functional requirements. This graphical approach provides additional insight into the

net functional impact of a given assist method and allows us to readily understand potential

advantages and trade offs of a given assist approach.

Figure 4.3: Schematic diagram of read/write margin vs read/write delay and desired func-
tional window based on margin limited yield and performancerequirements for application.

4.6 Results

Four read assist and four write assist methods were examinedto provide a set of test

cases for the assist evaluation methodology. A schematic representation of the speci�c

assist methods explored is given in Fig. 4.1 and 4.2 for read assist and write assist respec-

tively. Three of the read assist methods chosen for this evaluation were of type 2 category

and one (WL droop) was type 1. Two of the write assist methods chosen for this evaluation
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Figure 4.4: Read static noise margin as function of (a) raisedarray global VDD, (b) Nega-
tive VSS at the cell, (c) VDD boost at the cell (VDDc) and (d) WL droop.

were from type 1, and the remaining two were type 2. The four read assist methods shown

are listed in Table 4.1 rows 1-4. The four write assist methods discussed in this work are

given in Table 4.1 rows 2-5. Those assist methods that are inherently dynamic (in�uencing

the duration of the noise source) must be evaluated using dynamic noise margin methods.

These include reduced BL capacitance and read modify write orwrite back.

4.6.1 Simulation results - margin

To quantify the margin sensitivities in this study, static metrics will be used to emulate

the functional environment using the custom low power (LP) PTM bulk technologies [12].

For read assist, SNM based on the butter�y curve analysis is used [74]. For write assist,

the ramped WL based metric will be employed [25], de�ned as the(VWLmax - VWL�ip)

to assess the margin due to its improved correlation to dynamic write margin [85]. A yield

analysis will be used to establish a quantitative relationship for the required margins.

Fig. 4.4(a-d) plots the SNM as a function of the assist bias for the four read assist

techniques de�ned in Fig. 4.1(a-d). The four technology nodes are represented in each of

the four plots. Fig. 4.4(c) for example shows the change in SNM with increased array VDD

(VDDc) as described schematically in Fig. 4.1(c). There is anegative slope for methods (b)
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Figure 4.5: Write margin as function of (a) negative BL, (b) raised VSS at the cell (VSSc),
(c) VDD droop at the cell (VDDc) and (d) WL boost.

and (d) corresponding with the fact that these methods utilize a reduction in the terminal

voltage. While all four methods produced some degree of improvement in the SNM, and

the response or sensitivity is similar across the technology nodes, the sensitivity was most

signi�cant for VDDc, Fig. 4.1(c) and Fig. 4.4(c). The initial voltage is either 0V or varies

consistently with the Vwc for each technology.

The simulation results for the write assist methods are shown in Fig. 4.5 (a-d) corre-

sponding with the conditions de�ned in Fig. 4.2 (a-d). For the write assist methods in this

analysis, the VSSc response, Fig. 4.5(b), was the least linear and showed the least sen-

sitivity. Although there is some degree of non-linearity inthe response characteristics of

write margin and static noise margin, most exhibit a suf�cient degree of linearity across the

300mV range to allow us to characterize the responses using a�rst order linear model to

allow a high level comparison. SNM sensitivities shown in Fig. 4.4 (a-d) are summarized

for each of the technology nodes in Fig. 4.6(a). As a means of improving the SNM, raised

cell voltage (VDDc) is the method that emerges as exhibitingthe greatest sensitivity across

the LP technology nodes. The trends also suggest that there is some increase in sensitivity

as scaling continues.

Following a similar approach, the functional sensitivities were also characterized across
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the technology nodes for write margin sensitivity, Fig. 4.6(b). In this case, three of the

methods exhibit similar sensitivities to the applied bias.Raised array VSS (VSSc) showed

less degree of linearity and had a weaker response. The unique and completely linear

response of the WL boost was due to the fact that the write margin metric used in this

investigation was de�ned as the difference between the �nalword line voltage and the

voltage of the word line required to write the cell.

4.6.2 Simulation results - performance

The relationship between read current and read SNM is of particular concern with

scaled technologies as the read currents are generally decreasing with successive gener-

ation. The read assist methods have an important and signi�cant impact on the cell read

current. The in�uence of the read assist methods on the read current for the 45nm node is

shown in Fig. 4.7(a) with the initial value representing no assist technique at the low volt-

age corner (Vwc). Fig. 4.7(b) further plots the spread of read current vs SNM at 300mV

assist bias. Although only the 45nm technology data is shown, the other three technology

nodes responded in a similar way. Increased array voltage (VDDc) has only a small posi-

tive impact on the read current, while reduced word line voltage signi�cantly degraded the

read current. Decreasing the VSSc terminal below GND resulted in the strongest improve-

ment in read current, exceeding that of conventional VDD increase. This results from both

increased VGS and reduced threshold voltage in the SRAM cell pull down (PD) NMOS de-

vice due to the body effect. The read performance impact of the read assist techniques can

be estimated for each technique with (2). Based on the simple relationship provided in (3),

the performance limitations associated with the WL droop canquickly become prohibitive.
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Figure 4.6: The margin sensitivities across LP technologies for the four read assist methods
(a) and four write assist methods (b) investigated.

The delay impact associated with the cell write time (� wcell ) is shown in Fig. 4.8(a-d)

for the four write assist methods evaluated. While all four methods improved the write time,

WL boost and negative BL voltage bias schemes showed a more signi�cant improvement
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Figure 4.7: The impact of read assist bias conditions on the bit cell read current (a) and
SNM versus Iread for Vwc and 300mV of assist bias(b). Data shown is for the 45nm
technology node.

in delay. Increasing the cell VSS and reducing the cell or array VDD had less impact. The

delay response for cell write time was similar with scaling although the 22nm node showed
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Figure 4.8: Effect of write assist techniques on cell component of write time (a) negative
BL voltage, (b) raised cell Vss, (c) reduced VDD as the cell and(d) boosted WL voltage.

a stronger initial response to the applied bias conditions.For the negative BL and boosted

WL cases, the 22nm delay response is most dramatically in�uenced by the 0.3V applied

assist bias.

4.6.3 Impact of assist methods on variation

Until now, only the impact of the voltage deviations of the assist methods on the mean

values of SNM and WM at a given bias condition have been discussed. However, to deter-

mine the functional yield expectation for a given array sizeat the worst case voltage, the

local and global variation must be taken into account. Without the variation component,

the required margin improvement will be unknown. For the small scaled SRAM devices,

the local variation associated with random dopant �uctuations (RDF) dominates the vari-

ation sources. Although technology improvements offered by high-� and metal gate, may

provide signi�cant improvement due to the higher gate capacitance, continued scaling will

quickly consume these gains.

To address the impact of the assist methods on the variation in both SNM and WM

Monte Carlo simulations were run for each method explored in this chapter. Fig. 4.9 plots

the sigma for the WM distribution (a) and SNM (b) as a function of the assist voltage bias
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for the 45nm node. A minimum of 200 Monte Carlo runs were performed for each bias

condition. Several observations emerge from this analysis. First, the assist method and bias

both impact the standard deviation of the distribution. This is accounted for in assessing

the overall contribution of the assist method which is discussed in the next section.

An additional source of variation in assist response can be caused by voltage variations

on the assist modulated terminal(s). This variation will strongly depend on the speci�c

design and assist implementation scheme used. The sensitivity metric, discussed in sec-

tion 4.5.1, provides a means of assessing the overall impactof this variation source by

relating changes in terminal voltage to margin.

4.6.4 Yield Quanti�cation

To identify the functional window requirement as depicted in Fig. 4.3, it is necessary

to be able to convert the simulated margin information into yield. Soft fails are voltage,

temperature, and timing dependent fails resulting from oneof the following four modes:

(1) failure to write, (2) failure to read (insuf�cient signal developed on the BL to set the

sense amp), (3) stability upset, and (4) data retention. These four failure modes are not at-

tributable to defects but are instead associated with a distribution tail stemming from vari-

ation sources. Although read fails and data retention failsare not addressed directly, assist

method choices can clearly impact these mechanisms. The assist methods are directed at

mechanisms 1 and 3. To address the write and stability related yields quantitatively, the

following approach will be used.

SNM0/WM0 denote the read/write margin for data000 and SNM1/WM1 denote the

margin for data010. The de�nition of SNM/WM would be the minimum value for000 and
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Figure 4.9: Impact of assist method applied bias on the sigmaof the resulting 45nm LP
technology distribution for write assist (a) and read assist (b).
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010. An important observation is that the distribution of SNM0 or SNM1 can be represented

by a standard normal distribution under normally distributed parameter variation. This

same observation is true for WM0 or WM1. For the cases examined,the distributions

remain normally distributed with assist bias, though the mean and the standard deviation

may change. An additional set of Monte Carlo simulations (1,000 to 10,000 cases) were run

on selected assist bias conditions for distribution veri�cation purposes. Fig. 4.10 shows the

results of 10,000 cases for WM0 at Vwc (a) and with 300mV negative BL bias (b) for the

45nm LP technology. The linearity of the quantile plots con�rms that the WM distribution

remains normal even with the assist feature engaged. The failure probability (P f ) for the

right or left node (probability of SNM0¡0 or SNM1¡0 for example) is given as:

P f =
1
2

erfc
�

� �p
2

�
(4.4)

where� � is de�ned as the number of random variable standard deviations from the mean

based on the standard normal distribution. For large arrayswith relatively few fails, the

Poisson distribution will be used to estimate the soft fail limited yield. (� ), de�ned as the

number of bits (N ) times the fail probability (P f ), can then be computed including both

states of the latch:

� = N � (P f (0) + P f (1) ) (4.5)

With the assumption that the RDF induced variations are random and non-clustered, the

soft fail yield (without redundancy) for a given mechanism can be expressed as:

Y ield = exp(� � ) (4.6)

To obtain a 10M-b SRAM with a SNM-limited yield of 99% would require a� � value

of 6.12� . In other words, to achieve this yield target, SNM0wc must belarger than the
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minimum noise margin threshold (in this case 0) for 99 of 100 10M-b arrays. The limited

yield for WM is computed with this same approach, to obtain a 99% WM-limited yield,

which would result in an over all soft fail limited yield of 98% considering both WM and

SNM. For our 45nm LP technology, Fig. 4.11 shows that this is achieved with 180 mV for

either word line boost or negative BL bias (a) and 100mV assistbias for the most effective

read assist technique (VDDc boost) (b).
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Figure 4.11: The 6.12� worst case (wc) write margin (a) and SNM (b) as a function of
assist bias for the 45nm LP technology.

4.7 Discussion

The elements of both margin and delay referenced to Vwc have been outlined. A means

of transforming the write and read margins into a soft fail limited yield value has been

provided. This approach has been applied and demonstrated using the LP PTM platform

of bulk technologies from 65nm to 22nm.
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4.7.1 Assessing Functional Effectiveness

The functional read/write margin sensitivity was evaluated over a 300mV window to

minimize non-linearity in the response and to ensure the bias conditions would not exceed

the technology reliability limits. Because our reference (Vwc) condition was more than

200mV below nominal VDD in all cases, the reliability requirement was preserved. Even

for the 22nm node where the Vwc was taken to be 0.8V, the max voltage would be only 10%

greater than nominal VDD, which is consistent with common technology speci�cations.

The sensitivity response for the assist methods studied is often in�uenced by more than

one mechanism and can be understood when the device physics are taken into account. For

example, the superior result associated with raised array voltage (VDDc) for read assist

can be attributed to the fact that several mechanisms in�uence the result. The body effect

causes the cell PFET to become stronger because of the modulated VSB for the PFET and

the VGS is increased for the devices in the latch which are on.

4.7.2 Margin/delay space method

An example of the margin/delay plot introduced earlier is shown in Fig. 4.12 (a) show-

ing the write margin versus write delay for each of the four assist methods evaluated. The

different assist methods portray varying trajectories in the margin/delay space, and the type

1 methods are shown to increase margin while decreasing delay most effectively. Fig. 4.12

(b) shows the assist trajectories in margin/delay space forthe read assist methods evaluated.

A combined VDDc and VSSc assist method is shown in Fig. 4.12 (b) which demonstrates

how the assist techniques can be combined as required to optimize both delay and margin.

This �gure also points out that some assist methods, such as WLdroop, may improve the
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Table 4.2: Practical considerations for viable assist combinations

Read Assist Write Assist cell low yield

Method Method compatible complexity

Raise VDD Raise VDD yes yes

-VSSc +WL yes no

-VSSc -BL yes yes

+VDDc +WL yesa no

+VDDc -BL yesa yes

aVDDc boost required for all columns on asserted WL

margin while simultaneously degrading the performance. Using this analysis approach, the

methods categorized as type 2 were more effective for read assist.

The effect of variation was examined in some detail, and it was found that both assist

method and bias had a non-negligible impact on the resultingWM and SNM distributions.

For those cases where the assist method in�uenced the distribution, it was necessary to

account for this in determining the effectiveness of a givenmethod on the yield. While

the SNM and WM distributions are intrinsically non-Gaussianfor reasons previously dis-

cussed, relying on the distributions which are normally distributed, the distribution tail can

be computed. By this method, a required assist bias for a givenarray size and soft fail yield

requirement for both WM and SNM can be established.
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4.7.3 Practical considerations

To assess the complexity of implementation for speci�c assist methods, yield impli-

cations associated with the speci�c assist method should beconsidered. For example, of

the four write assist methods investigated, three (WL or VSScboost, and VDDc droop)

require a higher, yield related complexity. This is becauseWL boost increases the potential

for stability upset in the cells along the asserted word lineon the non-selected columns,

and reduced voltage at the cell by VSSc boost or VDDc droop introduces data retention

concerns. The trade off in the stability (SNM) impact of the half-selected bits during a

write assist is shown in Fig. 4.13 for both negative BL and WL boost assists for 45nm.

Although the negative BL method partially avoids these yieldimplications, the added level

shift circuit complexity of generating the negative voltage must be considered.

0 50 100 150 200 250
300

350

400

450

500

550

600

650

Read SNM (mV)

W
rit

e 
M

ar
gi

n 
(m

V
)

 

 

45nm -BL
45nm WLboost

Figure 4.13: Impact of write assist on stability of the half-selected bits on the asserted word
line shown for 45nm LP. As word-line-boost or negative-bit-line assist increases the write
margin, the SNM is reduced for those bits on the word line subjected to a dummy read
condition.
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To address cell layout compatibility with a given assist method, it is noted that the

6T cell is typically provided by the foundry and therefore constrains the memory array

designer to seek assist methods that best comply with the given layout. For example, the

predominant industry 6T cell design style makes use of a VDD bus on metal level 2 (M2)

level running parallel with the M2 bit lines. Although this layout style has advantages

for density and performance reasons, the implementation oflocally raising VDDc along

the word line requires that all columns on the selected WL be boosted. Although pulsing

the VSSc may be more consistent with this style cell layout (the metal 3 (M3) VSSc bus

which runs parallel with the M3 word local line), this technique exhibited less margin

sensitivity. It should also be pointed out that assist compatibility with dual port SRAM

is of emerging importance, and some methods such as drooped VDDc for write assist are

fundamentally incompatible. For those applications requiring both 1 and 2 port SRAM, the

cost effectiveness for an approach such as the negative BL maybecome more compelling.

For those methods deemed most effective based on functionalsensitivity and perfor-

mance, the cell compatibility and yield complexity are considered together. Along with

raised global VDD, four additional combinations of assist methods would need to be con-

sidered. Considering the predominant industry cell layout style, the comparison may then

be summarized in Table 4.2. For the LP bulk technologies considered in this study, both

read and write assist would be required to achieve high yieldfor large SRAM arrays beyond

65nm. Combining both the functional effectiveness requirement with the requirement that

the cell layout must be compatible with the predominantly used industry bit cell, results

in �ve pairs of options. By introducing the additional constraint that the yield complexity

be low, the viable assist combinations reduce to three. For a�nal selection between the



Chapter 4: Coping with variability: Circuit Assist Methods 102

remaining combinations of assist methods, absolute marginand performance deltas should

be considered along with factors such as power and area overhead. An assessment of area

overhead is dependent on the speci�c implementation schemeand therefore beyond the

scope of this chapter, however, an area overhead of less than4% would be expected for a

competitive implementation [70] [66] [29] [64] [18].

4.7.4 Power

Power is a critical criteria for the ultimate selection of anassist method, however, power

is dependent on both the assist method and implementation scheme. This is demonstrated

by examining the essential components of SRAM array power. Both read and write op-

erations are �rst described without assist and then for a speci�c read assist operation to

illustrate this point.

The dominant components of power for a single read operation, without a circuit bias

assist is given by:

Pread = PW L + P� BL (4.7)

where the components of read power are consistent with thosein equation (4.2). ThePW L

describes the power associated with the WL pulse andP� BL refers to the power associated

with the change in voltage on the BL's along the asserted WL. This read power may be

expressed more fully as:

Pread = f (NBL CW Lc V 2
dd + NW L CBLc � VBL Vdd) (4.8)
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wheref is the frequency,CBLc andCW Lc are the bit line and word line capacitance per

cell, NW L andNBL are the total number of word lines and bit lines in the array block of

interest. The voltage differential required to set the sense ampli�er is (� VBL ). The primary

considerations for write power may be expressed as:

Pwrite = PBL ! 0 + Pcell + PW L + P� BL (4.9)

where the �rst three components of write power are consistent with those given in equation

(4.3). Although not a contributor to write delay,P� BL is a non-negligible component of the

write power. TheP� BL term accounts for the power associated with the voltage change on

the BL's along the asserted WL for the half-selected cells, i.e., those subjected to a dummy

read operation. ThePBL ! 0 is the power associated with the BL discharge to ground for the

write operation,Pcell is the power associated with writing the column selected cells on the

word line, andPW L describes the power due to the write WL pulse. The write power may

be expressed more fully as:

Pwrite = f (NSBL NW L CBLc V 2
dd + NSBL CcellV 2

dd

+ NW L NBL CW Lc V 2
dd + ( NBL � NSBL )� VBL Vdd)

(4.10)

with NSBL used to refer to the number of bit lines that are selected for the write operation.

A �rst order assessment in the change in power associated with a given assist method

can be derived from these equations. For example, the changein power associated with the

WL droop read assist can be expressed as:

� Pread = f (NBL CW Lc (V 2
� W L � 2V� W L Vdd)) + Passist (4.11)
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whereV� W L is the voltage reduction on the WL,Passist is the power expended by the

speci�c assist scheme chosen. The power associated with achieving the dynamic voltage

reduction in the WL (Passist ), would also need to be included in the analysis. For example,

the use of a replica or set of replica pass gate devices [66], which lower the WL voltage but

also provide a DC path to ground during the WL pulse, would constitute a non-negligible

Passist when assessing the overall power impact. A similar analysiscan be used for each

assist method and implementation scheme. It is also clear from this analysis that the power

will be dependent on speci�c array con�guration factors, e.g., NBL , NW L , andNSBL . In

addition to the speci�c assist implementation scheme and array con�guration, the cell and

array layout con�guration is also an important factor. For example, it would follow from

this analysis method that the power impact of dynamically modulating the array supply

bus for VDDc assist, with the conventional 6T layout and the array layout con�guration

discussed in section 6.3, may easily be large compared to other dynamic schemes.

A �rst principles analysis of relevant power components forboth read and write without

assist bias schemes was shown. Using this analysis it is alsoshown that determining the

power for a given assist method requires speci�c details of the assist scheme and layout

con�guration. Because of the signi�cant differences in margin sensitivity and performance

across the assist methods, it is recommended that assessingthe implementation costs and

power be evaluated after determining the methods which are shown to satisfy the product

functional requirements.
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4.8 Conclusions

As competitive forces and industry scaling continue to erode the 6T SRAM functional

margins, the use of assist methods will increase. A review and categorization approach for

examining potential bias based assist methods is provided.For the assist methods evaluated

in this study using the LP bulk CMOS technologies, those methods categorized as predom-

inantly type 1 are more effective for write assist and the predominantly type 2 category

of assist methods are more effective for read assist. The assist methods exhibited some

degree of consistency across the platform of LP technologies studied. This suggests that

the design infrastructure and assist method implementation cost can be reduced with reuse

across multiple generations. The margin/delay analysis was demonstrated as an objective

means of evaluating the in�uence on the functional metrics by the assist methods. Based

on a margin/delay analysis and practical considerations, the more viable assist methods for

future investment were identi�ed, however, for a �nal selection additional factors such as

implementation cost and power will need to be included in theanalysis.



Chapter 5

Limits of Bias Based Circuit Assist

Methods in Nanoscale SRAM

5.1 Introduction

Reduced device dimensions and operating voltages that accompany technology scal-

ing have led to increased design challenges with each successive technology node. Large

scale 6T SRAM arrays beyond 65nm will increasingly rely on assist methods to overcome

the functional limitations imposed by increased variation, reduced overdrive and the in-

herent read stability/write margin trade off. Factors suchas reliability, leakage and data

retention establish the boundary conditions for the maximum voltage bias permitted for a

given circuit assist approach. These constraints set an upper limit on the potential yield im-

provement that can be obtained for a given assist method and limit the minimum operation

voltage (Vmin). By application of this set of constraints, itis shown that the read assist

limit contour (ALC) in the margin/delay space can provide insight into the ultimate limits
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for the nanoscale CMOS 6T SRAM.

5.2 Background and Motivation

Increased device variability and reduced overdrive associated with lower operating volt-

ages have reduced the functional yield margins in VLSI circuits. This is particularly true for

the 6T SRAM, which continues to play a dominant role in future technology generations

because of its combination of density, performance, and compatibility with logic process-

ing. Because of the commercial success of the 6T SRAM, methods to address the failure

mechanisms of large memory arrays will extend the life of the6T SRAM in VLSI circuits.

Fail types for SRAM arrays may be divided into two distinct categories:“hard fails”, i.e.,

those attributable to defects, and “soft fails”. Soft failsde�ned in this context are those

voltage, temperature and timing dependent fails resultingfrom one of the following four

modes: (1) failure to write, (2) failure to read (insuf�cient signal developed on the BL), (3)

stability upset during a read or half-select condition, and(4) data retention failure. These

four failure modes each �rst occur at the distribution tail stemming from global and local

variation sources.

The use of bias based circuit assist methods has become increasingly common, pri-

marily to address soft fail modes 1 and 3 and to preserve the 6Tcell functionality as the

variation continues to increase and both read and write margins decrease with scaling. Al-

though numerous recent articles have discussed bias based assist for SRAM as reviewed in

chapter 4, limitations exist for all of these techniques. This limit may be reliability, per-

formance, leakage, energy, or other factors which ultimately bound the extent to which the

assist method compensates for the reduced functional margins.
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The objective of this chapter is to explore the boundaries ofbias based assist methods

to understand the impact on the minimum operation voltage (Vmin) and the effectiveness

of the assist methods for future generations of 6T SRAM. Based on the relationship be-

tween performance and functional margin with the applied bias constraints, the assist limit

contour (ALC) for read assist is de�ned across four technology generations. For write as-

sist methods, besides the constraint from reliability, theread stability of half-selected cells

limits the permissible assist bias.

By application of the constraint limitations the maximum assist margin values permis-

sible can then be mapped. The maximum permissible assist bias based on the reliability

constraints are de�ned for each technology. The reliability limit may be due to several fac-

tors such as time dependent dielectric breakdown, hot carrier, NBTI or a combination of the

known mechanisms with suf�cient voltage acceleration. Themaximum assist bias offset

jVassist j that may be applied for any given assist method based on the reliability (Vmax)

constraint is expressed as:

jVassist j = ( Vmax � Vnom ) + Vdroop (5.1)

Vnom and Vmax refer to the nominal and maximum operation voltage as speci�ed by

the technology developers (Vnom values provided in Table 1-1 of chapter 1 for this work).

Vdroop refers to the difference between Vnom and the instantaneous operation voltage. To

illustrate this concept brie�y, for a technology in which the Vnom/Vmax is 1.2V/1.32V

respectively, if the array VDD is drooped from 1.2V to 1V, themaximum assist bias is

0.32V. Any bias exceeding 0.32V would exceed Vmax for the transistor, violating the re-

liability constraint. For the same reason, a maximum negative assist bias of 0.32V may be
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Table 5.1: Summary of constraints for bias based assists

Assist Method Bias Constraint

WL voltage# Vmax

Read Pass Gate Vt" Vmax

Assist BL voltage# Vmax and Write 0

Array VDD " Vmax

negative VSS# Vmax, Vfwd

PMOSjV tj # Vmax

WL voltage" Vmax, RSNM (1/2 select)

Write negative BL# Vmax, Vfwd

Assist array VDD# Vmax, DR (with shared VDDc)

array VSS" Vmax, DR (with shared VSSc)

PMOSjV tj #" Vmax, RSNM (1/2 select)

applied provided all VDD supply terminals associated with the array are maintained at 1V.

Additional constraints may apply, but this single constraint provides a de�ned boundary

that will be discussed further in section 5.3 of this chapter.

In addition to the technology de�ned Vmax constraint, otherassist bias constraints for

read assist bias include; forward bias diode turn-on (Vfwd)when VSSc is intentionally

driven below ground, and cell upset by writing a zero when both bit lines are drooped

suf�ciently low (Write 0). For write assist, the constraintsare again reliability (Vmax)

as well as data retention (DR) for non-accessed cells sharingthe intentionally modulated

common supply, forward biased diode turn-on (Vfwd) when the'write zero' bit line is

driven below ground, and cell stability for the half-selected cells on the asserted word line.
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The primary bias constraints are summarized in Table 5.1 forthe bias based assist methods

evaluated in this chapter. Vmax is a valid constraint for allcases. This is less obvious for

the two write assist options that involve collapsed supply across the latch. Vmax remains a

constraint for the maximum write margin because it still limits the maximum WL voltage.

For the purposes of this work, Vmax will be de�ned as10%above the nominal operation

voltage. Because Vmax is a limiting factor in all bias based assist methods, this fact may

be exploited to explore the limits of the assist methods across the scaled technologies.

This approach allows us to effectively de�ne the upper envelope of assist bias conditions

permissible for a given technology. By mapping the assist methods across the margin/delay

space, the functional window may then be used to illuminate the practical voltage bias

boundaries.

5.3 Results

To examine the maximum soft fail limited yield boundaries that can be achieved for

a given assist method, the relationship with VDD is �rst described and then applied to

the assist bias using the Vmax constraint. The read static noise margin as a function of

VDD is shown in Fig. 5.1 for the 45nm LP PTM technology. The three cases shown are

with array VDD (VDDc) boost, array VSS (VSSc) reduced, and with no assist. It is clear

from Fig. 5.1(a) that the use of the maximum assist bias, consistent with relationship (5.1),

can signi�cantly improve the otherwise reduced static noise margin when the word line

is asserted. The SNM improves beyond the nominal value when the VDDc assist method

is invoked because the noise source is being reduced with VDDreduction, and the latch

strength is increasing with the boosted VDDc.
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Figure 5.1: Change in RSNM with reduced VDD (a) and effect of VDDon read delay (b)
with the maximum allowable assist bias at each VDD. Data based on 45nm LP PTM.
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Competing mechanisms produce a different result with negative VSSc. In this case, al-

though the net latch strength is improved over the non-assist case, the noise source through

the pass gate NFET is becoming stronger due to the body effectproducing a reduction in

pass gate VT on the side of the cell storing a zero. Additionally, the VT is reduced for the

pull down NMOS device with drain storing a one. This results in an earlier turn of this pull

down NMOS and further reduces the SNM. The read delay for the cell is improved due the

body effect which strengthens both the pull down and pass gate series devices on the side

of the latch storing a zero.

While the cell stability compensation is larger for VDDc assist, the improvement in

performance (read delay) may not be suf�cient depending on the functional window as

discussed earlier. Boosting the VDD at the cell (VDDc) has a small impact on the read

delay, consequently the read delay continues to degrade as VDD is reduced. The alternate

read assist method (VSSc) shown in Fig. 5.1 improves SNM to some degree but more

signi�cantly improves the read performance. This is because the body effect associated

with reduced VSSc causes both the pull down and pass gate NFETdevice VT to be reduced,

boosting the read current.

The margin/delay relationship is applied for the assist methods with maximum assist

bias. The effect of maximum assist bias on both SNM and delay based on the modulation

of single and multiple terminals is shown in Fig. 5.2 for the 45nm LP-PTM technology.

Each of the read assist bias conditions given in Table 5.1 except those involving well bias

VT modulation were employed.

The margin/delay analysis reveals the limits of the bias based assist methods across

the relevant design space. This boundary further de�nes a contour, as shown by the solid
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continuous line (demonstrated using VDDc and VSSc assist bias following the Vmax con-

straint). The boundary referred to as the assist limit contour (ALC). It establishes the

effective limit in SNM and corresponding relationship to read performance for a given

technology and bit cell. This boundary or ALC mapped by the assist methods therefore

provides a means of assessing the functional limits of the 6TSRAM.

For the cases studied, the read ALC as de�ned by the latch supply voltages were found

to provide a reasonable approximation of the full multi-terminal Vmax read assist con-

tour. Because drooping the WL provides a degree of freedom thatis not limited by the

Vmax constraint, those combinations of negative VSSc combined with WL voltage reduc-

tion where found to produce a slightly improved margin/delay response for the LP-PTM

technologies.
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Figure 5.2: Multiple read assist options involving both single and multiple terminals with
Vmax constraint preserved.

Because the primary goal of this work is to identify and delineate the bias based assist
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Figure 5.3: Write margin decreases as VDD is reduced when no assist is used. With assist
at Vmax, the write margin is increased with reduced VDD.

limitations of the scaled 6T SRAM cell, the delay required in developing the bias conditions

is not included in this analysis. A complete SRAM macro designwould need to include

the overhead delay associated with the speci�c implementation and circuit choice.

For write assist, the margin/delay analysis leads to a different result. In this case, there

is no inherent trade off between write margin and write delay. The relationship is shown in

Fig. 5.3 for two assist methods (negative BL and boosted WL) showing improved margin

and delay as array VDD is drooped. For boosted WL assist, the array VDD, high bit

line and NWELL voltages are reduced, while the WL line is boosted to Vmax limited

by the reliability constraint between the WL voltage and the low (write zero) bit line at

0. For the negative BL case, as the VDD is reduced on the word line, high bit line, and

array VDD, while the low bit line is drooped by the same amountto preserve the Vmax

constraint. With the word line boosted to Vmax, the write margin continues to increase



Chapter 5: Limits of Bias Based Circuit Assist Methods in Nanoscale SRAM 115

with corresponding VDD reduction. Similarly, with the (write zero) bit line driven below

ground by a value equivalent to the VDD reduction (preserving the Vmax constraint), the

write margin continues to increase. In addition to Vmax, themaximum write assist bias

may become limited by other constraints, such as the read margin for the half-selected bits,

shown in Table 5.1.

For the WL-boost write assist, Fig. 5.4(a) shows that as the array supply voltage is

reduced, boosting the WL while preserving Vmax reduces the stability (RSNM) of the

half-select bits on the same WL. Therefore, the limiter for the WL boost quickly becomes

the reduced SNM on the half-selected bits. For the negative BLassist, the BL bias does not

directly impact the half-select bits. However, because theamount of bias between the BL

voltage and the global VDD is limited to Vmax, a larger negative bias on the BL implies a

lower global VDD. Thus the RSNM of the half-selected bits consequently decreases, per-

mitting a larger negative BL bias, as shown in Fig. 5.4(b). By comparison, the degradation

in RSNM for the half-selected bits using the negative BL assist, Fig. 5.4(b), results in less

degradation for the half-selected RSNM. This is an advantageof the negative BL assist over

the WL boost. However, as the array supply droops, the negative BL bias can eventually

become limited by leakage to the substrate as the forward bias diode begins turning on.

To overcome the problematic stability concern for the half-selected bits during a write, a

read assist such as VDDc boost may be applied to the non-selected columns. Alternatively,

the array architecture can be designed so that the half-select is avoided and all bits on the

asserted WL are latched during a write operation.
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Figure 5.4: (a) The impact of WL boost on the WM of the selected bits and the stability
(RSNM) of the half-selected bits. (b) The impact of negative BLon the WM of the selected
bits and the stability (RSNM) of the half-selected bits.
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5.4 Discussion

The characteristic features of the margin/delay plot for read assist were examined.

Fig. 5.5(a) reveals that the read assist limit contour (ALC) asymptotically approaches the

hold SNM (HSNM) limit with increased delay. A simple model isused to describe the ob-

served contour shape. With some simpli�cation, as de�ned inAppendix C, the read delay

can be approximated by the following relationship:

� read(V wl; V ddc; V tn0) =
2CBL � Lpg�VBL (	 n 
 x � 	 n 
 n � V tn0�
 x + V ddc�
 x )
Wpg	 n �k n 
 x (V tn0 � V ddc) � (2V tn0 � 2V wl + 	 n )

(5.2)

Where	 n represents the velocity saturation value,
 n is the body coef�cient,
 x is

a linear approximation factor of the body effect as Vsb increases. V tn0 is the NMOS

threshold voltage with Vsb=0 and is the PD NMOS W/L divided by the PG NMOS W/L

value. The RSNM can be described as linear relationship with bias using the empirically

derived sensitivity value obtained in chapter 3. The resulting analytical solution is given in

Fig 5.5(b).

This general relationship may be anticipated as the latch strength is increased relative

to the noise source, the SNM upper limit will approach the HSNM with VDD=Vmax. For

the case where the NWELL potential is tied to the array VDD (VDDc), the upper limit will

be equal to the hold SNM. This can be more clearly seen from thebutter�y curves. Fig. 5.6

plots the butter�y curves when the VDDc assist method is usedwith increased assist bias.

The characteristic shape evolves with increased assist bias, becoming more similar to the

hold SNM shape. Because the performance implications of achieving this limit are in most

cases not practical, the more relevant portion of the ALC is across the intersection of the
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(a) Simulated assist limit contour.

(b) Assist limit contour based on analytical model.

Figure 5.5: (a) The VDDc/VSSc de�ned read assist limit contour (ALC) as de�ned by the
margin/delay space for 45nm LP PTM 6T SRAM. (b) Analytical ALCmodel derived using
SNM sensitivity with read delay, as calculated by (5.2).
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functional window as shown schematically as a shaded regionin Fig. 5.5(a).

For a given set of technology bias constraints, a contour line de�ning the upper most

noise margin at a given read delay for the technology may be derived. Fig. 5.7 plots the

read ALC mapped across margin/delay space for the LP-PTM technologies from 65nm to

22nm node. Note that for each technology node, the ALC exhibits a similar shape. By

applying the speci�c functional window as determined by theuse conditions, array size,

and yield requirements, one may follow this approach to assess the viability of the bias

based assist methods based on the overlap of the ALC and functional window.

For designs requiring both read and write assist, the yield limiting condition, if not oth-

erwise addressed, may then be the stability upset half-selected bits during a write operation.

As shown in Fig. 5.4(a) and

Figure 5.6: Simulated butter�y curves for nominal, Vmax andtwo VDDc assist cases from
a 45nm LP commercial technology.
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Figure 5.7: Simulated butter�y curves for nominal, Vmax andtwo VDDc assist cases from
a 45nm LP commercial technology.

5.5 Conclusions

Continued scaling of the planar 6T SRAM will necessitate increased reliance on assist

methods to overcome reduced functional yield margins. Because added assist features will

incur costs in design complexity, area, and in most cases power, these factors must be bal-

anced against the potential improvement in soft fail limited yield margin and performance.

For bias based assist methods, bias constraints ultimatelylimit the margin improvements

that can be obtained. The applied voltage bias associated with a given assist method must

conform to the existing technology bias constraints.

For write assist, in addition to the Vmax constraint, other combined factors also limit

the attainable margins. For read assist, by imposing the Vmax constraint a contour is ob-

served in the margin delay space that re�ects the relevant attainable limits of a given assist

method. The intersection of the ALC with the functional window requirement provides
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a means to establish bias based assist limitations for a given technology and bit cell. By

accounting for these factors, the Vmax constrained read ALCis mapped across four tech-

nology generations to gain additional insight into the extent to which assist methods may

continue to compensate for the reduced functional margins with continued scaling of the

planar 6T SRAM.



Chapter 6

Summary and Conclusion

6.1 Summary of contributions

As scaling continues and both voltage and device dimensionsare reduced, the func-

tional window for SRAM is reduced, and the future of the 6T bit cell is less certain. In

this dissertation, we address both sources of SRAM device variation and circuit methods of

coping with variation as the technology interactions with circuit optimization are explored.

The speci�c contributions of this work include:

Random and non-random mismatch considerations in the bit cell design environment

Several technology offerings have been proposed in the literature to address or offset the

increased variation associated with random dopant �uctuations. These include high-� gate

dielectric materials and metal gate, ultra thin (UT) or fully depleted (FD) SOI technolo-

gies and non-planar solutions such as FINFET, MUGFET and surround gate technology

solutions.

Circuits to enable statistical analysis and evaluation of the AV t for a metal gate FDSOI

122
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technology were implemented and the hardware was analyzed to extract anAV t value

for the PMOS devices of 2.4mV -�m to examine a leading technology solution for the

random component of device variation. This result further supports the advantages of these

emerging technology solutions as an enabling path to futurescaled CMOS.

A detailed examination of device variation sources in the SRAM cell environment is

presented. A description of how dopant �uctuations in nanoscale SRAM devices may be

attributed to both random and non-random components. Threefactors which play a role

in the susceptibility to sources of non-random dopant variation are; 1) SRAM cell layout

topology, 2) process scaling practices, and 3) pushed design rules used in dense SRAM bit

cell designs.

Four speci�c sources of non-random dopant driven thresholdmismatch that can arise

in the SRAM device environment are; (1) implanted ion straggle in SiO2, (2) polysili-

con inter-diffusion driven counter-doping, (3) lateral ion straggle from the photo-resist and

(4) photo-resist implant shadowing. This work is believed to be the �rst to highlight and

address these mechanisms in the context of the aggressive bit cell design environment.

A new 6T planar bit cell topology for sub 20nm lithography

A re-examination of the fundamental layout options for the planar 6T SRAM bit cell,

coupled with the increasing lithography constraints, leadto the exploration and proposal of

a new family of cell topologies. The new bit cell topology offers three distinct advantages

over the existing industry bit cell that is widely used today. It provides 1) reduced litho-

graphic wiring complexity, 2) eliminates jogs in the activesilicon for reduced contribution

of geometric variation sources, and 3) offers shorter bit lines over the dominant industry bit

cell used today, 4) potential for fully routed array with only 2 levels of metal. A provisional
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patent titled “Improved Dense 6T SRAM Cell Layout Structure and Related Method” has

been submitted on this new bit cell design topology [59].

The Margin/delay analysis metric

The primary focus of the circuit assist methods has been improved read or write mar-

gin with less attention given to the the implications for performance. In this work, margin

sensitivity and margin/delay analysis tools are introduced for assessing the functional ef-

fectiveness of the bias based assist methods. A margin/delay analysis of bias based circuit

assist methods is presented, highlighting the assist impact on the functional metrics, margin

and performance.

A new method for concurrently optimizing the impact of circuit assist methods and

biases is presented known as the margin/delay method. The concept of margin sensitivity

is developed and discussed as a component of the margin/delay concept. The analysis spans

four generations of low power technologies to show the trends and long term effectiveness

of the circuit assist techniques in future low power bulk technologies. A publication titled “

Impact of circuit assist methods on margin and performance in 6T SRAM” was published

in the Journal of Solid State Electronics [57].

Examining the limitations of bias based assist methods

Although circuit assist schemes provide improved yield margin for scaled SRAM, fac-

tors such as reliability, leakage and data retention establish the boundary conditions for the

maximum voltage bias permitted for a given circuit assist approach. These constraints set

an upper limit on the potential yield improvement that can beobtained for a given assist

method and limit the minimum operation voltage (Vmin). By application of this set of

constraints, it is shown that the read assist limit contour (ALC) in the margin/delay space
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can provide insight into the ultimate limits for the nanoscale CMOS 6T SRAM. A paper

titled “Limits of bias based assist methods in nanoscale 6T SRAM” was published in the

proceedings from 11th International Symposium on Quality Electronic Design [56].

6.2 Extended work

Further investigations of cell layout topologies, processscaling, and pushed design

rules on local variation within the SRAM bit cell will continue to be an important and

valuable area for further research. Additionally, as circuit assist methods become more

common, further research to address the trade-offs of speci�c implementations in power,

performance and margin improvement are needed.

Extended work addressing sources of random variation in SRAMcell devices

1. In addition to RDF an additional source of random variation, which can be observed

in small CMOS devices, is random telegraph signal (RTS) noise[24]. This noise

source is characterized as a time dependent, low frequency variation that is of partic-

ular concern for narrow CMOS devices as used in the SRAM bit cell. Some work has

been done by others to characterize the potential effects ofthis mechanism on Vmin

at 90nm [3] and 45nm [82]. Additional work using the existingtest setup and circuits

characterize the effects for the FDSOI technology could provide more insight into the

impacts of this source of random variation for future SRAM in FDSOI technologies.

2. The existing test methodologies and circuits can be further extended to stress and

characterize the NBTI mechanism and characterize its impacts on the FDSOI tech-

nology.
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3. Characterization of theAV t values for FDSOI or UTB SOI technologies will continue

to be of great interest as the industry continues to seek the optimum technology and

circuit design solution path for the next generation. As a planar solution, offering

improved device variation and potentially improved layoutdensity, this technology

path is extremely promising. Additional characterizationof the NMOS devices will

be a valuable complement to this initial work which characterized 150nm FDSOI

PMOS devices.

Extended work addressing sources of non-random variation inSRAM cell devices

1. In addition to the ideal layout structures (as employed onthe MITLL FDSOI test

chip), additional structures to enable the characterization of within-cell mismatch for

a statistically signi�cant number of SRAM devices (capturedin the layout environ-

ment utilizing pushed design rules) would provide a naturalextension of this initial

investigation.

2. A statistical study of the within-cell variation as a function of alignment tolerance

for each mechanism highlighted, coupled with the measured relationship to Vmin

comparing two cell topologies would provide additional insight.

3. It is asserted by this work that the within cell mismatch for the entire (multi-lot)

population will appear normally distributed about a mean mismatch value of zero.

The non-random Vt mismatch will be apparent in examining thevariation within a

given lot ( or appropriate alignment speci�c groupings) obtaining suf�cient data to

validate with statistical signi�cance.

Extended work for circuit assist
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Circuit assist methods are still only beginning to be optimized and adopted for high vol-

ume commercial SRAM applications. Although new methods and tools for characterizing

and de�ning the optimum assist method have been introduced by this thesis, exciting work

remains in this area of research.

1. The margin/delay analysis outlined in this thesis may stimulate further research in

selecting the next generation assist methods. This work could be extended to gen-

erate a comparison and relationship of dynamic noise margin/delay with static noise

margin/delay across several assist methods.

2. The versatility of the margin sensitivity metric may be exploited further in several

ways. Additional work can be carried out towards exploring how the margin sen-

sitivity metric can be used to provide insight and guidance for assessing the power

impact of various assist methods.

3. Hardware measurements of SNM and WM across a range of voltage and temperature

and technology platforms would allow correlation to simulations.

4. An observation that arose in studying the behavior of various assist methods was

that the variation in SNM and WM could be modulated by speci�c types of assist

methods. Speci�cally, hardware corroboration of this simulation result coupled with

the development of a rigorous theoretical explanation for this simulation result would

be a valuable extension of this effort and contribution to the �eld.

Extended work to explore the new 6T cell topology

By examining the layout implications of the industry-wide 6TSRAM cell, and charac-

terizing the sources of non-random variation that can impact the dense SRAM devices, a
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new bit cell topology was proposed that is expected to possess some advantages over the

existing industry standard cell. Much work remains to fullydevelop this proposed layout

topology.

1. Extending this work would involve incorporation of the type 5, 5e, or 5b layout

topology at or below the 22nm node (using optimized pushed rules) and exploring

alternative lithography options to continue to push the layout density of this topol-

ogy.

2. Hardware based characterization, including yield and variation comparisons (follow-

ing the work in item one above) would be a natural extension ofthis effort.

6.3 Conclusion and Outlook

SRAM has been and continues to be a technology driver, quali�cation vehicle, and

competitive benchmark for logic and microprocessor technologies. Most recent estimates

place the semiconductor industry revenue for 2010 to be on the order of$300Billion [83],

with logic and microprocessors comprising 21 and 14.4% respectively [36]. Embedded

SRAM comprises the bulk of the L1, L2, and L3 cache for today's microprocessors and is

extensively used in ASICS and logic applications, where it isexpected that as much as 50%

of the chip die area may be comprised of SRAM. Extending the well developed planar 6T

SRAM technology is therefore of enormous economic importance.

Circuit design complexity and challenges are increasing with each new technology gen-

eration. This thesis has focused on device variation (both random and systematic sources),

characterizing the variation impact on circuits and developing solutions to address the im-
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pact of variation in SRAM.

Speci�c solution paths explored in this work include both circuit and technology. The

technology solutions were explored in two primary areas; 1)random variation, 2) system-

atic variation. To explore one potential solution path addressing random variation, test

devices were designed and tested in a FDSOI technology. The improved device variation

associated with the FDSOI or UT SOI, does show promise, however more statistical data

will be needed.

Sources of non-random variation associated with scaling, topology and extensive use

of pushed design rules in advanced SRAM were examined and characterized. A detailed

evaluation of the bit cell topology options, and the implications on systematic variation was

performed. Following this examination, a new category of layout topology was proposed

which may provide and stimulate further investigation in this area. The new topology,

while offering certain advantages over the industry standard 6T, does not achieve the same

density when existing pushed layout rules are applied. Because of the dynamic and rapidly

evolving technology options which are emerging, such as pitch doubling solutions and

replacement gate process options, an additional topology category for further exploration

may promote renewed interest in this area.

An objective, metric based methodology for examining and characterizing SRAM cir-

cuit assist methods is provided in this work. By examining therange of approaches and

bene�ts of circuit assist methods, a method of categorizingthe assist types was developed.

A new margin/delay analysis method was developed to providecircuit designers with an

objective means of better trading off the bene�ts of yield margin and performance impacts

associated with the assist method.
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A recognition that the bias based assist methods require voltage modulation of one or

more terminals for the SRAM was the foundation for an exploration of the limits of this

type of circuit assist. By a careful analysis of the limiting applied biases and the margin

sensitivity associated with a given assist method, limits in the performance and margin

gains can be established.

Despite the wide range of technical challenges outlined in the introductory section of

this work, with the incorporation of both process technology and circuit innovations, the

outlook remains optimistic for the next generation SRAM. Continued planar scaling be-

yond the 22/20nm node and perhaps as far as the 11/10nm node isanticipated.



Appendix A

Chip design

A.0.1 MITLL 150nm ULP FDSOI chip

Figure A.1: MITLL 150nm fully depleted SOI technology chip design. Digital decoder de-
sign enables multi-device NMOS and PMOS device mismatch characterization, multi-array
bit cell leakage during standby and butter�y curves and cellread currents from multiple
SRAM bit cells.
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A.0.2 MITLL 150nm FDSOI chip (die photo)

Figure A.2: MITLL 150nm fully depleted SOI technology chip die photo.
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Chip design

B.0.3 Labview block diagram
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(a) MITLL FDSOI 150nm PMOS Vt mismatch block diagram (part 1).

(b) MITLL FDSOI 150nm PMOS Vt mismatch block diagram (part 2).

Figure B.1: Automated test setup block diagram for sequentially measuring multiple
PMOS devices by decode gate selection.



Appendix C

Analytical derivation of read delay as a

function of Vwl, Vddc, and Vtn 0

I pd is in the linear mode, therefore:

I pd(V a; V b) = kn �
Wpd

Lpd
� (V a� V tn0 �

V b
2

) (C.1)

Wherekn is the product of mobility and Cox, Va is the gate voltage supplied by the

latch cross couple. Vb is the internal voltage determined bythe voltage divider relationship

between the PG and PD NMOS devices.V tn0 is the NMOS threshold voltage with no

body effect.I pg in velocity saturation:

I pg is in the linear mode, therefore:

I pg(V b) = kn �
Wpg

Lpg
� 	 n � (V dd� V b� V tn0 +


 n � V b
2

�
	 n

2
) � [1 + � n � (V dd� V b)]

(C.2)

where	 n is the NMOS velocity saturation voltage, and� n is the NMOS channel length

modulation effect.
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Simpli�cation 1: neglect channel length modulation

Simpli�cation 2: linearize body effect in the following way:

Figure C.1: A linear approximation used for NMOS body effect across the range of interest
for a tractable algebraic solution.

Simpli�cation 3: neglect small Vb/2 term in linear model

This allows the voltage on node b (Vnb) to be expressed as:

V nb(V wl; V ddc; V tn0) =
	 n � V wl � 	 n � V tn0 �

	 2
n

2

� � V ddc� � � V tn0 + 	 n � 	 n �
� n


 x

(C.3)

By substitution the read current can be written as:

Iread(V wl; V ddc; V tn0) = kn �
Wpg

Lpg
� 	 n (V wl � V nb(V wl; V ddc; V tn0)

� V tn0 +

 n � V nb(V wl; V ddc; V tn0)


 x
�

	 n

2
)

(C.4)

The read delay is expressed as:

� read(V wl; V ddc; V tn0) =
CBL � �VBL

Iread(V wl; V ddc; V tn0)
(C.5)
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Where CBL is the BL capacitance and VBL is the delta voltage that must be developed

on the BL to successfully read. 100mV is used in this calculation.

The read delay as s function of Vtn, Vwl and Vddc is then expressed as:

� read(V wl; V ddc; V tn0) =
2CBL � Lpg�VBL (	 n 
 x � 	 n 
 n � V tn0�
 x + V ddc�
 x )
Wpg	 n �k n 
 x (V tn0 � V ddc) � (2V tn0 � 2V wl + 	 n )

(C.6)
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Patents related to this thesis

E.0.5 Related Patents

1. 7,087,486 Method for scalable, low-cost polysilicon capacitor in a planar DRAM

2. 7,057,180 Detector for alpha particle or cosmic ray

3. 6,489,223 Angled implant process

4. 6,187,679 Low temperature formation of low resistivity titanium silicide

5. 7,005,334 Zero threshold voltage pFET and method of making same

6. 6,144,086 Structure for improved latch-up using dual depth STI with impurity im-

plant

7. 6,962,838 High mobility transistors in SOI and method forforming

8. 6,946,376 Symmetric device with contacts self aligned togate

9. 6,614,124 Simple 4T static ram cell for low power CMOS applications
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10. 6,420,746 Three device DRAM cell with integrated capacitor and local interconnect

11. 6,967,351 Finfet SRAM cell using low mobility plane for cell stability and method

for forming

12. 6,778,449 Method and design for measuring SRAM array leakage macro (ALM)

13. 7,313,032 SRAM voltage control for improved operationalmargins

14. 7,075,153 Grounded body SOI SRAM cell

15. U.S. Provisional Patent Application Serial No. 61/365,962 Improved Dense 6T

SRAM Cell Layout Structure and Related Method
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